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The propulsive performance of airbreathing pulse detonation engines at selected flight conditions is evaluated by means of a combined analytical/numerical analysis. The work treats the conservation equations in axisymmetric coordinates and takes into account finite-rate chemistry and variable thermophysical properties for a stoichiometric hydrogen/air mixture. In addition, an analytical model accounting for the state changes of the working fluid in pulse detonation engine operation is established to predict the engine performance in an idealized situation. The system under consideration includes a supersonic inlet, an air manifold, a valve, a detonation tube, and a convergent–divergent nozzle. Both internal and external modes of valve operation are implemented. Detailed flow evolution is explored, and various performance loss mechanisms are identified and quantified. The influences of all known effects (such as valve operation timing, filling fraction of reactants, nozzle configuration, and flight condition) on the engine propulsive performance are investigated systematically. A performance map is established over the flight Mach number of 1.2–3.5. Results indicate that the pulse detonation engine outperforms ramjet engines for all the flight conditions considered herein. The benefits of pulse detonation engines are significant at low-supersonic conditions, but gradually decrease with increasing flight Mach number.

Nomenclature

A = preexponential factor

\( A_e \) = area of engine exit plane

\( c \) = speed of sound

\( c_p \) = constant-pressure specific heat

\( e_t \) = specific total energy

\( F \) = instantaneous thrust

\( F_{ip} \) = specific thrust
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**I. Introduction**

Pulse detonation engines (PDEs) are unsteady propulsion devices that produce thrust by using repetitive propagating detonation. Extensive efforts have been applied to circumvent several challenging engineering problems associated with the development of PDEs. These include fuel injection and mixing, repetitive detonation initiation, integration of detonation tubes with inlet and nozzle, and overall system optimization [1,2]. In spite of the progress made to date, there still remains a major concern about the propulsive performance of PDEs, especially in comparison with such well-established propulsion systems as ramjet and gas-turbine engines. The issue has been addressed by many researchers by means of experimental, theoretical, and numerical methods. Significant discrepancies, however, exist among these results, partly due to different system configurations and operating conditions considered in each study. Another factor contributing to this phenomenon is uncertainties inherent in various modeling and measurement techniques. The lack of a well-defined paradigm for the system configuration that allows the benchmark of model predictions against experimental data poses another challenge. The purpose of this paper is to establish a combined theoretical/numerical framework to faithfully predict the propulsive performance of a model PDE. Various fundamental processes and design attributes, as well as operating parameters, will be examined systematically in terms of their effects on the PDE performance.

This paper is organized as follows. Section II defines and reviews the propulsive performance parameters. Section III describes the model PDE considered as well as its operation and underlying assumptions. Sections IV and V outline the numerical and analytical framework, respectively. In Sec. VI, the thrust chamber dynamics and propulsive performance of the model PDE are investigated over a broad parameter space that includes operation timing, threshold pressure for valve open, filling fraction of reactants, nozzle configuration, and flight condition. A comparison with the ramjet performance is also discussed.

**II. Propulsive Performance Parameters**

Following common practice, the propulsive performance of a PDE can be characterized by the specific impulse, defined as the thrust per unit weight flow rate of fuel or the impulse per unit weight of fuel:

\[ I_{sp} = \frac{\overline{F}}{\bar{m}_g} = \frac{I}{m_{fg}} \]  

(1)

A similar parameter is the specific thrust, defined as the thrust per unit mass flow rate of air or the impulse per unit mass of air:

\[ F_{sp} = \frac{\overline{F}}{\bar{m}_a} = \frac{I}{m_a} \]  

(2)

The mass flow rates of air and fuel delivered to the engine are denoted by \( \bar{m}_a \) and \( \bar{m}_f \), respectively. Overbars are used in the above expressions to represent cycle-averaged or time-averaged quantities accounting for the intrinsic unsteadiness of PDE operation.

Several different definitions of thrust are adopted in existing studies on PDEs. The first is the standard engine-net thrust, which can be derived by applying the momentum conservation over a control volume enclosing the engine of concern [3,4]:

\[ F = \bar{m}_e u_e - \bar{m}_a u_\infty + (p_e - p_\infty)A_e + \int_{CV} \frac{\partial \rho}{\partial t} \, dV \]  

(3)

where the mass flow rate \( \bar{m}_e \), velocity \( u_e \), and pressure \( p_e \) at the engine exit \( (S_e) \) are spatially averaged over the transverse plane.

\[ \bar{m}_e = \int_{S_e} \rho u \cdot n \, dS \]  

(4)

\[ u_e = \frac{1}{\bar{m}_e} \int_{S_e} \rho u u \cdot n \, dS \]  

(5)

\[ p_e = \frac{1}{A_e} \int_{S_e} p \, dS \]  

(6)
The time-averaged momentum balance takes the form
\[ \vec{F} = \vec{F}_i - \vec{F}_f = m_\infty \vec{u}_\infty + (\vec{p}_i - p_\infty)A_e \]
(7)

The second definition, referred to as engine-gross thrust, does not include the momentum of the incoming air:
\[ \vec{F} = \vec{F}_i = \vec{m}_\infty \vec{u}_\infty + (\vec{p}_i - p_\infty)A_e \]
(8)

The third definition, referred to as chamber-wall thrust, is based on the pressure force acting on the inner wall of the thrust chamber (including the detonation tube and exhaust nozzle):
\[ \vec{F} = \int n_i \, dS \]
(9)

For cases involving only simple detonation tubes, the chamber-wall thrust reduces to the pressure force on the closed end of the tube and is normally known as the detonation-tube thrust in the literature. This term has been commonly used in most single-pulse studies, whereas the gross and net thrusts are usually applied for limit-cycle operations.

The relationship between the chamber-wall and engine-gross thrusts can be best understood by considering the following momentum balance for a limit-cycle operation:
\[ \vec{F} = \vec{m}_i \vec{u}_i + (\vec{p}_i - p_\infty)A_e = \vec{F}_i = \vec{m}_\infty \vec{u}_\infty + (\vec{p}_i - p_\infty)A_e \]
(10)

where the subscript \( i \) stands for the air/fuel injection surface, and \( n_i \) is the axial component of the unit vector normal to the surface. This equation indicates that the chamber-wall thrust is less or equal to the engine-gross thrust, because the second term on the right-hand side is generally positive. In some situations, the air and fuel are injected from the lateral surface of a detonation tube such that \( u_i = 0 \) and \( n_i = 0 \). The chamber-wall thrust becomes identical to engine-gross thrust.

In numerical simulations, the above three commonly used thrusts can be directly calculated based on their respective definitions. In experiments, thrust is usually measured using such equipment as a ballistic pendulum, a load cell, a damped thrust stand, and a spring-damper system. These techniques measure the actual force on a test rig, combining both thrust and drag. The pressure and viscous forces acting on the external surface of the system are often neglected in a laboratory direct-connect test. A single-pulse operation of a simple detonation tube does not take into account the effects of chamber filling, and most experimental data are acquired from the measurements of wall pressure. As for the limit-cycle operation of a test rig including filling and control modules, the measurements are limited to engine-gross thrust. To obtain the engine-net thrust, the equivalent flight condition should be deduced according to the filling conditions, such that the influence of the incoming inflow can be appropriately treated in conducting the momentum balance.

Both hydrogen and hydrocarbon fuels have been employed in the studies of PDEs. The latter include gaseous fuels such as ethylene (C2H4) and propane (C3H8) and liquid fuels such as JP10 (C16H34). Ethylene was selected by many researchers because of its well-documented detonation properties. It is also a major product from the thermal decomposition of many heavy hydrocarbon fuels for airbreathing propulsion applications. Hydrogen was broadly employed, especially in numerical studies, because of its relatively simple chemical kinetics and ease of detonation. To facilitate comparison with existing studies, the present work is limited to hydrogen-fueled airbreathing PDEs. Table 1 summarized the performance data obtained from various experimental, numerical, semi-empirical, and analytical studies of hydrogen/air systems. Some analytical works, such as those of Heiser and Pratt [20] and Talley and Coy [21], are not listed in the table because they are so general that they can be easily applied to all the cases considered.

Several techniques have been commonly used to measure performance parameters. The most straightforward one lies in the integration of the pressure force at the closed end of a detonation tube. The method does not require a complex facility, but can only be implemented in a simple system. Another usually employed in single-pulse experiments is the ballistic-pendulum technique, in which the detonation tube is suspended as a pendulum by support wires, and the impulse is determined by measuring the maximum horizontal deflection of the tube. In multicycle experiments, the load-cell technique is often implemented. The force history is directly measured by a load cell attached to the detonation tube through a cage. Because negative thrust cannot be recorded, the impulse may be overestimated. In addition, the structural response needs to be taken into account. Other reported techniques include the damped thrust stand and the spring-damper system. In view of the limitation of each technique, a combination of them may be required to obtain a reliable impulse measurement. Hinkey et al. [6] measured the impulse in their single-pulse experiments by means of both the wall-pressure and load-cell techniques and found that the former is about 20% lower than the latter.

The propulsive performance of a PDE depends on its system configuration and operating conditions. In Table 1, the third column lists the length and internal diameter of the detonation tube as well as the length of the exhaust nozzle. Other details such as the enhancement of deflagration-to-detonation transition (DDT) (e.g., the Shchelkin spiral, blockage plate, and coannulus) often adopted in experiments are not included for brevity, in spite of its effect on performance. All of the numerical simulations did not consider DDT. Detonation is directly initiated by high-pressure, high-temperature gases. In reality, the initiation energy may play a substantial role in determining the system performance and should be carefully accessed.

Two different kinds of operations (i.e., single pulse and cyclic) have been conducted. The former refers to an operation that only consists of detonation initiation, wave propagation, and product-gas blowdown, whereas the latter contains the entire operation including the low-energy flow processes during the purging and filling stages, as well as losses associated with air delivery and fuel distribution. As a consequence, the performance of a single-pulse operation is generally higher than that of the cyclic operation. Two different valve-control modes have been implemented in cyclic operations, as detailed in Sec. III. In the external mode, the valve opens and closes at prespecified times, whereas in the internal mode, the valve operation is based on the flow conditions inside the detonation tube. Dual-mode operations are adopted in some studies.

To date, most experiments and numerical simulations were based on direct-connect tests. Only a few numerical studies have considered real flight conditions. Ma et al. [3,4] and Wu et al. [17] considered a design with a flight altitude of 9.3 km and a Mach number of 2.1. The same flight altitude was treated by Harris et al. [18] with the flight Mach numbers in the range of 1.2–3.5. The flow losses through the engine inlet were properly taken into account in these works.

Several observations are made of Table 1. First, the specific impulse of a straight detonation tube with a single-pulse operation is around 4300 s for a stoichiometric H2-air mixture at 1 atm and 298 K. The much lower experimental value of Hinkey et al. [6] can be attributed to the inclusion of the predetonator mixture (H2/O2) as fuel in the calculation of specific impulse. The higher numerical value of Kailasanath et al. [8] results from the use of a large ignition source in their study.

Second, most experiments with cyclic operations were conducted in a frequency range much lower than that for numerical simulations, mainly due to hardware limitations and difficulties of initiating detonation. Such a disparity of frequency range has given rise to some controversial conclusions between experiments and simulations. For low-frequency operations, the pressure in the
detonation tube reaches its ambient value after a lengthy blowdown process. The tube pressure remains at the ambient condition during the filling process and no thrust is produced. Thus, the multicycle performance approaches its single-pulse counterpart. The situation, however, considerably changes in the high-frequency range. The blowdown process may become so short that it can easily interact with the filling process. The state of filled reactants and the resultant propulsive performance may differ significantly from those of the first pulse, as will be elaborated later.

Table 1 also indicates the improvement of predicted performance parameters from a single-\(\gamma\) to a variable-\(\gamma\) model. The former employs a single set of specific-heating ratio (\(\gamma\)) and gas constant for all the gases included in PDE operation, whereas the latter takes into consideration the variations for reactants, products, and air. Our previous work [3,4] is based on a single-\(\gamma\) model to investigate the thrust chamber dynamics of both single and multtube PDEs. Although the approach produces accurate detonation wave speed and Chapman–Jouguet (CJ) properties, the use of the same set of gas dynamic parameters for reactants and combustion products may underpredict the flow expansion efficiency in the blowdown stage. Gases with larger \(\gamma\)'s produce less work during expansion and consequently lead to a lower system performance. The effect of

### Table 1 Propulsive performance of hydrogen-fueled airbreathing PDEs

<table>
<thead>
<tr>
<th>Reference</th>
<th>Method</th>
<th>Configurations</th>
<th>Operation conditions</th>
<th>(t_{sp}), s</th>
<th>Type/remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hinkey et al. [6]</td>
<td>Experimental load cell</td>
<td>(L = N/A, D = 5.1) cm</td>
<td>(\phi = 1.0, 1) atm, 298 K</td>
<td>1200 (load cell), 1000 (wall pres.)</td>
<td>Chamber; low due to use of predet. mixture</td>
</tr>
<tr>
<td>Wu et al. [17]</td>
<td>Numerical, 1-D single (\gamma)</td>
<td>(L = 10.2) cm</td>
<td>Sea level, (f = 30–159) Hz, (\phi = 1.0, p_i = 1) atm, (p_e = N/A) valve closes by timing</td>
<td>4000–5000 (on frequency)</td>
<td>Chamber</td>
</tr>
<tr>
<td>Ma et al. [3]</td>
<td>Numerical, 2-D single (\gamma)</td>
<td>(L = 60) cm, (H = 16) cm</td>
<td>(h = 9.3) km, (M_{in} = 2.1, \phi = 1.0, f = 200–400) Hz, (p_r = 0.8p_{ncr}) external timing</td>
<td>~3676 (on timing)</td>
<td>Net; single-(\gamma) model may underpredict performance</td>
</tr>
<tr>
<td>Ma et al. [4]</td>
<td>Numerical, 2-D single (\gamma)</td>
<td>(L = 60) cm, (H = 16) cm</td>
<td>(h = 9.3) km, (M_{in} = 2.1, \phi = 1.0, f = 250–400) Hz, (p_r = 0.8p_{ncr}) external timing</td>
<td>~3870 (on timing)</td>
<td>Net; single-(\gamma) model may underpredict performance; performance can be improved by further optimization of nozzle configuration</td>
</tr>
<tr>
<td>Harris et al. [18]</td>
<td>Numerical, axisym. three-(\gamma)</td>
<td>(L = 60) cm, (D = 4.8) cm</td>
<td>(h = 9.3) km, (M_{in} = 1.2–3.5, \phi = 1.0, f = 60–126) Hz, (p_r = 0.8p_{ncr}), valve closes by timing</td>
<td>4000 ((M_{in} = 1.2)), 4547 ((M_{in} = 2.1)), 4900 ((M_{in} = 3.0)), 4950 ((M_{in} = 3.5))</td>
<td>Net</td>
</tr>
<tr>
<td>Present work</td>
<td>Numerical, axisym. three-(\gamma)</td>
<td>(L = 50) cm, (D = 10) cm</td>
<td>(h = 1.5) km, (M_{in} = 1.2, \phi = 1.0, h = 9.3) km, (M_{in} = 2.1, \phi = 1.0, h = 15.5) km, (M_{in} = 3.5, \phi = 1.0, f = 160–292) Hz, (p_e = 0.95p_r), external and internal timing</td>
<td>3820 ((M_{in} = 1.2)), 5020 ((M_{in} = 2.1)), 5070 ((M_{in} = 3.5))</td>
<td>Net</td>
</tr>
</tbody>
</table>
variable $\gamma$ was also studied by Harris et al. [18] and Tangirala et al [24].

III. System Configuration and Operation

Pulse detonation engines differ from conventional engines in two major ways: unsteady operation and detonative combustion. A typical cycle of airbreathing PDE operation includes four basic phases: initiation and propagation of detonation wave, blowdown of combustion products, filling of purge gas, and recharge of reactants. To prevent inlet unstart caused by detonation-induced high-pressure gases in the chamber, the engine generally requires an inlet/combustor interface to isolate the chamber flow from traveling into the inlet. Two different kinds of interface (i.e., valve and valveless) [2] have been realized. In the valveless design, the interface is a mechanical valve located at the head end of the detonation tube. The valve is closed during detonation initiation and propagation, but remains open during the filling and purging stages. In the valveless design, the isolation between the inlet and the combustor is achieved through a gasdynamic means [25,26]. Such design is mechanically simpler and circumvents the disadvantage associated with airflow stagnation in the valveless design. The inclusion of an isolator, however, may limit the operation frequency. More details on PDE designs can be obtained from Roy et al. [2]. The present paper will only focus on valveless airbreathing PDEs.

A. Physical Model and Flight Condition

Figure 1 shows schematically the system under consideration. It includes a coaxial supersonic inlet, an air manifold, a combustor chamber consisting of single or multiple detonation tubes, and a common convergent–divergent (CD) nozzle [3,4]. The manifold provides a buffer zone between the inlet and combustor, in which fuel and air are mixed before entering the combustor. Four representative flight conditions are investigated, as summarized in Table 2. The baseline condition involves an altitude of 9.3 km and a Mach number of 2.1. The freestream static pressure and temperature are 0.29 atm and 228 K, respectively, and the corresponding total pressure and temperature are 2.65 atm and 428 K. The inlet is designed to capture and supply a stable air flow at a rate demanded by the combustor and to maintain a high-pressure recovery and stability margin at various engine operating conditions [27]. The total pressure recovery of the inlet flow is determined in accordance with the following military standard [28]:

$$n_{\text{inlet}} = 1 - 0.075(M_{\infty} - 1)^{1.35}$$

The flow loss resulting from the valve operation and reactant distribution should also be considered. A rigorous assessment of such a loss requires substantial computational efforts that may not be justified in the present study. An empirical pressure loss of 5% is thus assumed for all the flight conditions considered herein. The total pressure ($p_{t1}$) and total temperature ($T_{t1}$) at the combustor entrance are also listed in Table 2.

As a specific example, only one detonation tube is considered measuring 50 cm in length and 10 cm in diameter. The latter is larger than the H2-air detonation cell size at the flow conditions encountered herein, in order to permit successful propagation of detonation wave within the tube. Detonation initiation represents a major challenge in the PDE design. In general, direct initiation of detonation is impractical for repetitive operation due to limitations of energy supply and time response. Much effort has been applied to develop reliable and efficient initiation methods through either a DDT process or the use of a predetonator [14,22,23]. For engine performance predictions in the present work, detonation is directly initiated near the head end of the chamber by means of a small amount of driver gas. The issue of nozzle optimization remains unresolved due to difficulties arising from the inherent flow unsteadiness in a nozzle and its strong interaction with other parts of an engine. Ideally, the nozzle configuration should adapt itself to the instantaneous local flow conditions. It is, however, formidable to design and fabricate such a flexible nozzle with adaptation on time scales commensurate with the PDE operation. Although not strictly proved, a CD nozzle appears to be more suited for PDEs than other configurations because of the advantages of preserving the chamber pressure during the blowdown and filling processes and providing more thrust surface area during the exhaust of detonation products [3,17,18,24]. The present paper thus focuses only on CD nozzles. Figure 2 shows the nozzle configurations considered herein. The length is 15 cm, of which 5 cm is the convergent section and 10 cm the divergent section. The radii at the nozzle entrance and exit are identical to that of the detonation tube. The nozzle contour contains two circular arcs, each with a radius equal to one-half of that of the detonation tube, and two straight sections with smooth connections. The nozzle configuration is determined by only one independent parameter: the nozzle throat radius $r_{n0}$, to simplify the design optimization. Table 3 lists the geometric parameters of six different nozzle configurations, including the throat radius $r_{n0}$, convergent angle $\theta_{c}$, divergent angle $\theta_{d}$, and area-expansion ratio $r_{e}/r_{n0}$.

The computational domain shown in Fig. 3 includes the detonation tube and nozzle as well as an external region to remove uncertainties in specifying the boundary conditions at the nozzle exit. A large external region, as compared to the detonation tube, is selected to minimize wave reflections from the external boundaries. The entire domain is discretized into 111,446 unstructured triangular cells, of which 30,000 are located in the detonation tube, 7500 in the nozzle, and 73,946 in the external region. The grid size within the tube is about 1.7 mm in the axial direction, sufficient to resolve detonation propagation in the chamber. A grid-independence analysis was conducted to ensure numerical accuracy. The current grid is not intended to resolve detailed structures of a detonation wave front, which would require a much finer grid [29] not practical nor necessary for a system-level analysis of PDE performance.

B. Operation Sequence

The engine operation is controlled by the valve located at the entrance of the combustor. For simplicity, the valve is assumed to be either fully closed or fully open, with its open area identical to the

---

**Table 2 Flight conditions and combustor entrance conditions**

<table>
<thead>
<tr>
<th>No.</th>
<th>$M_{\infty}$</th>
<th>$h$, km</th>
<th>$T_{r1}$, K</th>
<th>$p_{\infty}$, atm</th>
<th>$T_{r\infty}$, K</th>
<th>$p_{\in\infty}$, atm</th>
<th>$q$, kPa</th>
<th>$p_{t1}$, atm</th>
<th>$T_{t1}$, K</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.2</td>
<td>1.5</td>
<td>278</td>
<td>0.83</td>
<td>358</td>
<td>2.02</td>
<td>854</td>
<td>1.90</td>
<td>358</td>
</tr>
<tr>
<td>2</td>
<td>2.1</td>
<td>9.3</td>
<td>228</td>
<td>0.29</td>
<td>428</td>
<td>2.65</td>
<td>91</td>
<td>2.30</td>
<td>428</td>
</tr>
<tr>
<td>3</td>
<td>3.5</td>
<td>15.5</td>
<td>217</td>
<td>0.11</td>
<td>747</td>
<td>8.43</td>
<td>96</td>
<td>5.94</td>
<td>747</td>
</tr>
<tr>
<td>4</td>
<td>5.0</td>
<td>24.0</td>
<td>220</td>
<td>0.029</td>
<td>1323</td>
<td>15.5</td>
<td>52</td>
<td>7.55</td>
<td>1323</td>
</tr>
</tbody>
</table>

*Dynamic pressure $q$ is calculated as $q = \gamma M_{\infty}^2 p_{\infty}/2$. 
cross-sectional area of the detonation tube. Both external and internal modes of valve operation \cite{3,4,16,30} are considered in the present work. In the external mode, the engine operation sequence is described by three different time periods: the valve-closed period \((\tau_{\text{close}})\) during which the valve is closed and the tube undergoes detonation initiation and propagation as well as blowdown of combustion products, the purging period \((\tau_{\text{purge}})\) during which a small amount of cold air is injected into the tube to prevent preignition of fresh reactants, and the filling period \((\tau_{\text{fill}})\) during which the combustible mixture is delivered to the tube. The above three segments constitutes a cycle period:

\[
\tau_{\text{cycle}} = \tau_{\text{close}} + \tau_{\text{open}} = \tau_{\text{close}} + \tau_{\text{purge}} + \tau_{\text{fill}}
\]  

(12)

The internal mode of operation requires one pressure and two chemical sensors. The valve opens and the purging process begins when the pressure at the closed end of the tube falls below a prespecified threshold value \((p_v)\). The air purge then terminates and the chamber filling begins when the purge gas reaches a prespecified axial location \((L_p)\). Finally, the filling process completes and the valve closes when fresh reactants reach a prespecified axial location \((L_f)\). The entire operation is controlled by three parameters: threshold pressure \(p_v\), purge fraction \(\beta_p\), and filling fractions \(\beta_f\).

\[
\beta_p = L_p / L, \quad \beta_f = L_f / L
\]  

(13)

The internal-mode operation has been implemented by Cambier and Tegner \cite{16} in their numerical simulations for a chamber consisting of a detonation tube and a divergent nozzle. The work, however, becomes much more complicated in the present study with CD nozzle. As a consequence of the complicated flow evolution in the chamber, it is not straightforward to identify the instant at which the head-end pressure drops and remains below the threshold value \(p_v\) in the blowdown stage. The uncertainty can be minimized by employing the following formula to determine the valve-closed time:

\[
\tau_{\text{close}} = (1 + \varepsilon)\tau_{-1} - \varepsilon \tau_{-2}
\]  

(14)

where \(\tau_{-1}\) and \(\tau_{-2}\) are the time periods from the valve close-up to the instants when the head-end pressure drops and remains below the threshold value in each of the previous two cycles, respectively, and \(\varepsilon\) is a relaxation factor. Clearly, under limit-cycle conditions, \(\tau_{\text{close}} = \tau_{-1} = \tau_{-2}\).

### Table 3. Nozzle configurations

<table>
<thead>
<tr>
<th>(r_n, \text{cm})</th>
<th>(\theta_i)</th>
<th>(\theta_o)</th>
<th>(r_o / r_p^\prime)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.0</td>
<td>46.4°</td>
<td>17.3°</td>
<td>6.25</td>
</tr>
<tr>
<td>2.5</td>
<td>36.9°</td>
<td>14.5°</td>
<td>4.02</td>
</tr>
<tr>
<td>3.0</td>
<td>28.1°</td>
<td>11.6°</td>
<td>2.78</td>
</tr>
<tr>
<td>3.5</td>
<td>20.0°</td>
<td>8.69°</td>
<td>2.04</td>
</tr>
<tr>
<td>4.0</td>
<td>12.7°</td>
<td>5.78°</td>
<td>1.56</td>
</tr>
<tr>
<td>4.5</td>
<td>6.02°</td>
<td>2.88°</td>
<td>1.23</td>
</tr>
<tr>
<td>5.0</td>
<td>0.00°</td>
<td>0.00°</td>
<td>1.00</td>
</tr>
</tbody>
</table>

### C. Boundary and Initial Conditions

The boundary conditions for the detonation tube are specified according to the local flow conditions. The head end is modeled as a rigid wall when the valve is closed. During the purging stage, the total temperature and total pressure \((T_{\text{th}}, p_{\text{th}})\) are specified, the air mass fraction is set to unity, and the axial velocity is extrapolated from interior points. The same conditions are used during the filling stage, except that the mass fraction of reactants is set to unity. All the solid walls are assumed to be adiabatic. The vertical velocity and normal gradients of the axial velocity, pressure, temperature, and species mass fractions are set to zero at the centerline because of flow symmetry. Along the open boundary of the external region, either a nonreflecting or a fixed-pressure condition can be implemented. Numerical experiments have revealed that these two conditions lead to almost identical flow evolution and system performance if the external region is sufficiently large.

The detonation tube is initially filled with a stoichiometric hydrogen/air mixture at the ambient pressure and temperature, and the nozzle with quiescent air at the same condition. The effect of ambient flow has been investigated in \cite{3}. In spite of its strong interaction with the engine exhaust flow, the ambient flow exerts nearly no influence on the engine propulsive performance and is ignored in the present study. The external region is initially filled with quiescent air.

### D. Parameter Space

It is clear from the preceding discussions that a vast degree of freedom exists in the design of a PDE for a specific flight condition. To facilitate system optimization and to identify those key parameters dictating engine performance, the length and inlet/outlet radii of the nozzle, as well as the detonation-tube geometry, are fixed. The remaining operating and geometric parameters are listed as follows. For operation timing: \(\tau_{\text{close}}, \tau_{\text{purge}}, \tau_{\text{fill}}\) (external modes); and \(p_v, \beta_p, \beta_f\) (internal modes); flow conditions at combustor entrance: \(T_{\text{th}}, p_{\text{th}}\); ambient conditions: \(p_{\infty}, T_{\infty}\); and nozzle throat radius: \(r_n\).

The engine operation requires three independent control parameters. For an external mode of operation, these three parameters need to be optimized concurrently to obtain the best performance for a given configuration. As for an internal mode, the maximum performance always occurs when the threshold pressure equals the total pressure at the combustor entrance. Only two parameters need to be optimized, and the performance optimization process is greatly simplified.

### IV. Numerical Framework

The theoretical formulation is based on the conservation equations of mass, momentum, energy, and species concentration in axisymmetric coordinates. Diffusive effects are neglected because of their minor roles in determining the overall flow dynamics and propulsive performance of a PDE. The resultant governing equations can be written in the following vector form:

\[
\frac{\partial Q}{\partial t} + \frac{\partial E}{\partial x} + \frac{\partial F}{\partial y} = H
\]  

(15)
where the dependent variable vector \( \mathbf{Q} \), convective flux vectors \( \mathbf{E} \) and \( \mathbf{F} \), and source vector \( \mathbf{H} \) are defined as

\[
\mathbf{Q} = \begin{bmatrix}
\rho
\
\rho u
\
\rho v
\
\rho e_i
\phi Z_i
\end{bmatrix}, \quad \mathbf{E} = \begin{bmatrix}
\rho u
\
\rho u^2 + p
\
\rho u v
\hfill u(p e_i + p)
\phi Z_i
\end{bmatrix}, \quad \mathbf{F} = \begin{bmatrix}
\rho v
\
\rho u v
\phi Z_i
\hfill \phi Z_i
\
\rho e_i
\hfill \phi Z_i
\end{bmatrix}, \quad \mathbf{H} = \begin{bmatrix}
0
0
0
0
0
\hfill -1
\hfill y
\hfill v(p e_i + p)
\end{bmatrix}
\]

(16)

Three nominal species are employed herein, namely, reactants (i.e., the stoichiometric H\(_2\)/air mixture), detonation products, and air. The chemical kinetics is modeled by a one-step, irreversible reaction expressed with a single progress variable. The mass production rates of reactants and products are, respectively,

\[
\dot{\omega}_1 = -A \rho Z_i \exp(-T_a/T)
\]

(17)

\[
\dot{\omega}_2 = -(W_2/W_1)\dot{\omega}_1
\]

(18)

The pressure \( p \) and temperature \( T \) are obtained through the equations of state:

\[
p = \frac{(y-1)\rho [e_i - (u^2 + v^2)/2 - Z_i q]}{1}
\]

(19)

\[
T = \frac{p}{\rho R}
\]

(20)

The gas constant \( R \) and specific heat ratio \( \gamma \) of the mixture are calculated as

\[
R = \sum Z_i R_i
\]

(21)

\[
\gamma \equiv \frac{\sum Z_i R_i \gamma_i / (\gamma_i - 1)}{\sum Z_i R_i / (\gamma_i - 1)}
\]

(22)

with the summation over all species.

A total of nine model parameters are involved in the formulation: the specific heat ratios and gas constants of the reactant, product, and air (i.e., \( \gamma_i \) and \( R_i \), \( i = 1, 2, 3 \)), the heat release of reactant \( q \), the preexponential factor \( A \), and the activation temperature \( T_a \). Their values are summarized in Table 4 and discussed in the following paragraphs.

The thermodynamic parameters (\( \gamma_i \), \( R_i \), and \( q \)) are optimized to faithfully predict the detonation wave speed and CJ properties within the range of initial pressure and temperature of interest. For a given reactant pressure \( p_1 \) and temperature \( T_1 \), the specific heat ratios and gas constants of the reactant and product, as well as the CJ pressure \( p_2 \) and temperature \( T_2 \) and detonation speed \( u_D \) can be readily obtained from a chemical-equilibrium analysis [31]. The equivalent heat release is then calculated as

\[
q = \left( \frac{\gamma_2}{\gamma_2 - 1} \right) R_2 T_2 + \frac{1}{2} \gamma_2 R_2 T_2 - \left( \frac{\gamma_1}{\gamma_1 - 1} \right) R_1 T_1 + \frac{1}{2} u_D^2
\]

(23)

This ensures that the analytical CJ properties, expressed by the following equations, exactly match those from the chemical-equilibrium calculation:

\[
p_2/p_1 = 1 + \gamma_1 M_D^2/1 + \gamma_2
\]

(24)

\[
T_2/T_1 = \frac{R_1 \gamma_2}{R_2 \gamma_1} \left[ \frac{1 + \gamma_1 M_D^2}{1 + \gamma_2} \right]^2
\]

(25)

| Table 4 Model parameters for detonation of stoichiometric hydrogen-air mixture |
|---------------------------------|---------|
| Model parameter               | Value   |
| \( \gamma_1 \) (reactant)      | 1.3961  |
| \( \gamma_2 \) (product)      | 1.1653  |
| \( \gamma_3 \) (air)          | 1.4     |
| \( R_1 \) (kg/kg)             | 395.75  |
| \( R_2 \) (kg/kg)             | 346.2   |
| \( q \) (MJ/kg)               | 5.4704  |
| \( T_a \) (K)                 | 15,100  |
| \( A \), l/s                  | 1.0 \times 10^9 |

\[
M_D = \sqrt{\left( \frac{\gamma_2 - 1}{\gamma_2} q R_1 T_1 - \left( \frac{\gamma_2 - 1}{\gamma_2} \right) \cdot \frac{\gamma_1}{\gamma_1 - 1} \right) + \left( \frac{\gamma_2 - 1}{\gamma_2} q \gamma_1 R_1 T_1 - \gamma_1 \right)^2 - \left( \gamma_2 \right)^2}
\]

(26)

In the present work, the reference state for the reactant is chosen to be 2 atm and 400 K, close to that of the filled reactant for the baseline flight condition with an altitude of \( h = 9.3 \) km and Mach number of \( M_{\infty} = 2.1 \). The maximum relative errors of the CJ pressure, temperature, and detonation wave speed are 3, 5, and 2%, respectively, over the initial pressures of 1–8 atm and initial temperatures of 300–800 K. The errors decrease as the initial condition approaches the reference point and become less than 1% for typical filled reactant conditions associated with the flight conditions considered herein.

The chemical kinetic parameters of the preexponential factor \( A \) and activation temperature \( T_a \) affect the internal structure of a detonation wave front and should be selected in a manner consistent with numerical resolution [32]. For a system-level analysis of PDE performance, it appears unnecessary to resolve the details within a detonation wave front at the expense of excessive computer resources. The transverse motion associated with the cellular structures at the wave front may divert some of the axial impulse to its transverse counterpart. An order-of-magnitude analysis, however, indicates that the kinetic energy of transverse oscillations represents an exceedingly small fraction of the potential and kinetic energies of the detonation wave. The impact of those fine structures to the engine propulsive performance can thus be ignored. Without loss of generality, the activation energy is fixed at a common value of 30 kcal/mol, and the corresponding activation temperature is

\[
T_a = \frac{E_a}{R_u} = \frac{30,000 \times 4.184}{8.314} = 15,097 \approx 15,100 \text{ K}
\]

(27)

The preexponential factor \( A \) is determined from a series of calculations of one-dimensional detonation initiation and propagation. The detonation tube measures 40 cm long, with a driver gas region of 0.4 cm near the head end. The grid size is fixed at \( dx = 1 \) mm. The grid is initially filled with a stoichiometric H\(_2\)-air mixture at 2 atm and 400 K and a driver gas at 40 atm and 4000 K. The lower limit \( A_{\text{min}} \) of \( 5.6 \times 10^6 \) s\(^{-1}\) is obtained by gradually decreasing \( A \) until detonation cannot be initiated, whereas the upper limit \( A_{\text{max}} \) of \( 1.9 \times 10^9 \) s\(^{-1}\) is obtained by increasing \( A \) until the detonation wave becomes an unphysical wave that propagates at a speed determined by the numerical grid size and time step rather than the CJ detonation speed. The optimum value of \( A \) for a prespecified grid size is taken to be the geometrical mean

\[
A = \sqrt{A_{\text{min}} A_{\text{max}}}
\]

(28)

Correspondingly, based on the discussion of the scaling issue by Choi et al. [32], the requirement on the grid size for a given \( A \) that is optimized for a grid size \( dx \) is

\[
dx \cdot A_{\text{min}}/A \sim dx \cdot A_{\text{max}}/A
\]

(29)
The theoretical formulation outlined above is solved numerically using the space-time conservation element/solution element method [33, 34]. This scheme offers many unique features, such as a unified treatment of space and time, introduction of solution and conservation elements to construct a simple stencil, treatment of dependent variables and their derivatives as unknowns to be solved simultaneously, and no interpolation or extrapolation required to evaluate fluxes at cell interfaces. Furthermore, it has extremely low numerical dissipation and dispersion errors, rendering the scheme very effective in treating detonation waves and shock discontinuities.

The resultant computer code is further parallelized using the message-passing-interface library and a domain-decomposition technique for unstructured grids [35]. The entire analysis has been validated against a series of detonation problems for which either analytical solutions or experimental data are available [3, 4, 17, 34].

V. Analytical Models of Engine Performance

Because of the flow unsteadiness and complexity inherent in PDE operation, the engine propulsive performance in general cannot be accurately predicted by analytical means. On the other hand, it is desirable to develop simple analytical models to assess the theoretical limit of PDE performance and to identify various performance loss mechanisms. Several models have been proposed and can be classified into two categories. The first group uses unsteady gasdynamics theories to determine the system performance based on the pressure at the closed end of a detonation tube [5, 36]. Owing to the various approximations employed, the approach is primarily applied to straight detonation tubes with single-pulse operations, for which a semi-closed-form solution is available. The second group extends classical thermodynamic cycle analyses for steady-flow engines to accommodate unique features of PDE operation [3, 17, 20, 21]. The analytical model developed in the present study falls into this category.

Following the general concept outlined by Heiser and Pratt [20], we consider the state changes of the working fluid during each cycle of engine operation. Figure 4 shows schematically the flowpath studied in the analysis, where the subscripts ∞, 1, 2, and e represent the states of the freestream, unburned gas, CJ point, and exit plane, respectively. The effects of inlet loss, filling velocity, and purging process are taken into account [3]. The procedure for performance prediction is summarized as follows:

1) Determine the total temperature $T_1$ and pressure $p_1$ at the combustor entrance from the inlet flow analysis.

2) Obtain the static temperature $T_1$ and pressure $p_1$ of reactants for a given filling Mach number $M_f$:

$$ T_1 = T_1 \left[ 1 + \left( \gamma_1 - 1 \right) M_f^2 / 2 \right]^{\gamma_1 / (\gamma_1 - 1)} $$

$$ p_1 = p_1 \left[ 1 + \left( \gamma_1 - 1 \right) M_f^2 / 2 \right]^{(\gamma_1 - 1) / \gamma_1} $$

3) Calculate the CJ temperature $T_2$ and pressure $p_2$ using Eqs. (25) and (26).

4) Calculate the exit pressure by assuming isentropic flow expansion from the CJ state to the exit plane as well as a perfect match of the exit pressure with the ambient value.

$$ T_e = T_3 (p_\infty / p_2)^{(\gamma_2 - 1) / \gamma_2} $$

5) Deduce the exit velocity by applying the energy balance between the combustor entrance and the nozzle exit,

$$ u_e = \sqrt{2\left( q - (c_p T_e - c_p T_1) \right)} $$

6) Determine the specific impulse from

$$ I_{sp} = \frac{(1 + f) u_e - u_\infty}{f g} $$

The effect of purge gas can be easily accommodated. The resultant exit temperature can now be determined based on the following average:

$$ T_e = T_e 1 \beta + T_e 2 (1 - \beta) $$

where $\beta$ is defined as the ratio of the purge to the valve-open time period,

$$ \beta = t_{\text{purge}} / t_{\text{open}} $$

and $T_1$ and $T_2$ are the temperatures obtained by assuming isentropic flow expansion from the purge-gas state ($T_1, p_1$) and the CJ state ($T_2, p_2$) to the exit plane, respectively.

$$ T_e 1 = T_1 (p_\infty / p_1)^{(\gamma_1 - 1) / \gamma_1} $$

$$ T_e 2 = T_2 (p_\infty / p_2)^{(\gamma_2 - 1) / \gamma_2} $$

The heat addition in Eq. (33) and the fuel-to-air mass ratio $f$ in Eq. (34) should be replaced by their respective overall quantities:

$$ \bar{q} = q \cdot \tau_{\text{fill}} / t_{\text{open}} = q (1 - \beta) $$

$$ \bar{f} = f \cdot \tau_{\text{fill}} / t_{\text{open}} = f (1 - \beta) $$

The input parameters in the present analysis include $q, f, u_\infty, T_\infty, p_\infty, p_1, M_1$, and $\beta$, in addition to the specific-heat ratios and gas constants. Note that the stagnation temperature $T_1$ is a function of $u_\infty$ and $T_\infty$.

The same analysis can also be applied to predict the performance of a ramjet engine with constant-pressure combustion, except that the temperature and pressure of combustion products in step 3 are replaced by the following:

$$ T_2 = (c_p T_1 + q) / c_p $$

$$ p_2 = p_1 $$

In the limiting case in which the effects of inlet loss, filling Mach number, and purge time are ignored, the thermodynamic cycle efficiency, defined as the percentage of the heat released from chemical reactions that is converted to kinetic energy, of an ideal PDE becomes [37]

$$ \eta_{\text{PDE}} = 1 - \frac{1}{q/(c_p T_\infty)} \left[ (\gamma_1 - 1) \frac{\gamma_1^2}{\gamma_1 - 1} \frac{R_1}{R_\infty} \frac{1}{M_f^2} \left( \frac{1 + \gamma_2 M_f^2}{1 + \gamma_2} \frac{T_1}{T_\infty} \right)^{(\gamma_2 - 1) / (\gamma_2 - 1)} - 1 \right] $$

The efficiencies of the corresponding Brayton and Humphrey cycles are

$$ \eta_{\text{Brayton}} = 1 - \frac{1}{q/(c_p T_\infty)} \left[ \gamma_1 (\gamma_1 - 1) \frac{R_1}{R_\infty} \left( \frac{T_1}{T_\infty} \right)^{\gamma_1 - 1} - 1 \right] $$

$$ \eta_{\text{Humphrey}} = 1 - \frac{1}{q/(c_p T_\infty)} \left[ \gamma_1 (\gamma_1 - 1) \frac{R_1}{R_\infty} \left( \frac{T_1}{T_\infty} \right)^{\gamma_1 - 1} - 1 \right] $$
\[ \eta_{\text{Humphrey}} = 1 - \frac{1}{q/c_{p\infty}T_{\infty}} \left[ \frac{\gamma_1}{\gamma_2} (\gamma_2 - 1) \frac{R_1}{R_2} \right] + \frac{1}{2} \left( \frac{\gamma_1}{\gamma_2} + 1 \right) \left( \frac{T_1}{T_{\infty}} - 1 \right) \] 

Finally, the specific impulse can be determined from the following equation:

\[ I_p = \frac{(1 + f) u_{\infty}^2 + 2[\eta_{\text{Humphrey}} q + (c_{p1} - c_{p\infty}) T_1] - u_{\infty}}{f g} \] (45)

The above thermodynamic cycle analysis requires input parameters of \( q \), \( f \), \( u_{\infty} \), and \( T_{\infty} \) as well as the specific-heat ratios and gas constants at different states. The stagnation temperature at the combustor entrance is determined from the freestream condition. Equations (42-45) reduce to those given in [20] if variations of thermophysical properties at various states are ignored.

VI. Results and Discussion

A series of simulations are conducted to assess the engine performance at given flight conditions using both the external and internal modes of valve operation. In the external control mode, the timing sequence of valve operation is prespecified. Efforts are first applied to study the flow evolution, propulsive performance, and loss mechanisms for the baseline case with a flight altitude of \( h = 9.3 \) km and Mach number of \( M_{\infty} = 2.1 \). The effect of valve timing on performance is then examined systematically. In the internal control mode, the valve operation depends on the flow development in the detonation tube. The effect of filling fraction is first studied. Results are then used as a basis on which the dependence of engine performance on nozzle configuration and flight condition is investigated. The analytical performance analysis outlined in Sec. V is also applied to determine the theoretical limit of PDE performance.

A. External Control of Valve Operation

1. Flow Evolution for Baseline Case

The baseline flight condition involves an altitude of \( h = 9.3 \) km and Mach number of \( M_{\infty} = 2.1 \), which has been previously studied by the authors [3,4] and later by Harris et al. [18] using a single- and a multiple-\( y \) model, respectively. The nozzle throat radius is selected to be 3.5 cm, and the operation timing is set for a cycle period (\( t_{\text{cycle}} \)) of 4 ms, a valve-closed time (\( t_{\text{valve}} \)) of 3.0 ms, and a purge time (\( t_{\text{purge}} \)) of 0.1 ms. The calculation takes about seven cycles to reach a steady cyclic (i.e., limit-cycle) operation.

Figure 5 shows the temporal evolution of the density-gradient field during the first and a steady cycle. Initially, the detonation tube is closed and filled with a stoichiometric hydrogen/air mixture at the ambient pressure (0.29 atm) and temperature (228 K), and the nozzle and external region with quiescent ambient air. Detonation is directly initiated by a driver gas at 4000 K and 40 atm, spanning a length of 0.05 cm from the head end. The associated initiation energy, which is about 0.7% of the chemical energy of the reactant, has a negligible contribution to the engine impulse [2]. The detonation wave then propagates downstream and degenerates to a nonreacting shock wave after passing through the reactant/air interface at the tube exit. The resultant primary shock wave proceeds further downstream and reflects from the nozzle walls, leading to a complex flow structure. Typical flow features include the expanding primary shock, shear layers, Prandtl–Meyer expansion fan originating from the edge of the nozzle exit at the initial stage of the blowdown phase and oblique or normal shock in the later blowdown process, and numerous reflected shock waves. The flow evolution is qualitatively similar to what has been extensively discussed in [3]. Details will not be repeated here.

The development of the wave structure can be clearly revealed by an \( x-t \) diagram, which is obtained by recording the eigenvalues (i.e., \( u \), \( u + c \), and \( u - c \)) along the centerline of the chamber and then constructing the “streamlines” in the \( x-t \) domain based on the “velocity vectors” of (\( u \), 1), (\( u + c \), 1), and (\( u - c \), 1) [27]. Figure 6 shows the result of the first cycle as well as the time histories of flow properties at the head end and nozzle exit. The detonation wave, as indicated by the dense black line, propagates downstream through the unburned mixture (region 1) at a CJ velocity of 1974 m/s, followed by the Taylor expansion waves (region 2), and a uniform region (region 3).

The detonation wave reaches the reactant/air interface at the tube exit at \( t = 0.253 \) ms (point A) and then degenerates to a nonreacting shock (i.e., the primary shock wave). Both the primary shock and the contact surface proceed further downstream into the nozzle and external region. Meanwhile, a reflected shock and a series of compression/expansion waves are produced and propagate upstream, resulting in a nonsimple wave region (region 4) when interacting with the downstream-traveling Taylor waves. A simple wave region (region 5) is recovered after these waves pass through the Taylor waves. The reflected shock reaches the head end at \( t = 0.740 \) ms (point B), giving rise to a jump in the head-end pressure.

Within the nozzle, a sonic region is formed at about \( x = 0.56 \) m shortly after the passing of the primary shock wave, as evidenced by the clustered vertical characteristic lines in the \( x-t \) diagram. The sonic point is located slightly downstream of the nozzle throat at \( x = 0.55 \) m. This phenomenon may be attributed to the fact that the sonic line in a multidimensional nozzle flowfield is curved, starting at the wall slightly upstream of the throat and crossing the nozzle centerline downstream of the throat [3,38]. After the sonic region, the flow is expanded to become supersonic and finally a secondary shock is formed in the divergent section. As this shock is swept further downstream by the flow, its strength weakens and the flow downstream of it becomes supersonic again. Another secondary shock is later formed in the external region to match the subsonic flow behind the primary shock. The two secondary shock waves are clearly seen in the snapshot of 0.80 ms in Fig. 5, one at \( x = 0.68 \) m and the other at \( x = 0.76 \) m. Further interactions between the waves and the multidimensional effect render the characteristic lines more complex. As the blowdown process continues, the flow is overexpanded by the nozzle, and a nearly normal shock is formed near the nozzle exit, which is evidenced by the dense lines in the snapshots of 3.0, 3.1, and 3.4 ms in Fig. 5. The continuous movement of this shock is indicated by the corresponding lines in the \( x-t \) diagram.

The head-end pressure decays to 0.58 atm at \( t = 3.0 \) ms when the valve opens and the purging stage begins, whereas the total pressure at the combustor entrance is 2.30 atm. Because of the pressure difference across the valve, a right-running shock wave is established, along with a contact surface between the product and the purge air. Another contact surface forms between the fresh reactant and purge air when the filling stage commences at 0.1 ms later. The filling velocity and Mach number at the head end are about 435 m/s and 0.96, respectively. In the region from the head end through the air/product contact surface, the flow becomes slightly supersonic due to the expansion waves arising from the downstream region.

Figure 7 shows the \( x-t \) diagram and time histories of flow properties in a limit (i.e., the seventh) cycle. The main flow features such as the primary shock wave, Taylor waves, and reflected shock waves remain qualitatively the same as those in the first cycle. The detonation wave catches the reactant/air contact surface at about \( x = 0.43 \) m, slightly upstream of the tube exit as in the first cycle. The secondary shock waves disappear because the flow behind the primary shock wave is already supersonic. The variation in the head-end pressure becomes more complicated due to the influence of the previous cycle. The arrival and formation of shocks at the head end are denoted by the filled square symbols in the \( x-t \) diagram. Points \( s_1 \) and \( s_2 \) are associated with the shocks from the previous cycle, points \( s_3 \), \( s_4 \), and \( s_5 \) with the reflected shocks, and point \( s_0 \) with the valve-opening induced shock. The time-averaged filling pressure, velocity, and Mach number at the head end in a limit cycle are 1.57 atm, 349 m/s, and 0.76, respectively. The filling velocity is considerably lower than that of the first cycle.
2. Propulsive Performance of Baseline Case

The engine specific impulse, specific thrust, and net thrust can be determined using Eqs. (1), (2), and (7) detailed in Sec. II. Figure 8 shows the temporal variation of the specific impulse during the first eight cycles for the baseline case. The low value of the first cycle is attributed to the initial filling of reactants at the ambient pressure, which is much lower than the chamber pressure in later cycles. The specific impulse reaches a steady value of 4773 s at about the seventh cycle.

3. Performance Loss Mechanisms of Baseline Case

The performance loss mechanisms in an airbreathing PDE were examined in our previous work using a single-/$\gamma$ model [3]. In addition to flow losses in the inlet and manifold, several performance degradation mechanisms in the combustor and nozzle were identified and quantified. These include viscous damping, wall heat transfer, filling process, nozzle flow expansion and divergence, and internal-flow process. The filling loss is mainly attributed to the decrease of reactant pressure with increasing filling velocity. The nozzle-expansion loss is due to the mismatch of the exit pressure with the ambient state. The nozzle-divergence loss results from the angularity of the exhaust velocity vector. The internal-flow loss is associated with the complicated waves (especially the shock waves) within the chamber.

To quantify the various loss mechanisms, the analytical analysis detailed in Sec. V is first employed to predict the theoretical limit of the engine performance in terms of the flow, geometric, and operation parameters, $q$, $f$, $u_{\infty}$, $T_{\infty}$, $p_{\infty}$, $M_1$, and $\beta$, as well as the specific-heat ratios and gas constants. For the baseline case, the filling Mach number $M_1$ is taken from the numerical result of 0.76. Other parameters remain identical to those in the numerical simulation, with $p_1 = 2.30$ atm and $\beta = 0.1$. The resultant analytical prediction of the specific impulse is 5147 s, about 7.8% higher than the calculated value of 4773 s. The discrepancy results from the underlying assumptions adopted in the analytical model, including the steady-state flow condition at the engine exit, uniform flow properties of the filled reactant, isentropic flow expansion from the CJ state to the exit plane, perfect match with the ambient pressure at the nozzle exit, and uniform exhaust flow in parallel to the nozzle axis. Following the analysis outlined in [3], the nozzle-expansion, nozzle-divergence, and internal-flow losses are estimated to be 5.1, 1.0, and 1.7% (with respect to the numerically calculated value of 4773 s), respectively. If the filling Mach number $M_1$ is set to zero, the analytically predicted specific impulse becomes 5382 s. The difference from that with $M_1 = 0.76$ accounts for a performance loss.

Fig. 5 Time evolution of density-gradient field during first (left) and seventh (right) cycles; $t_{\text{cycle}} = 4$ ms, $t_{\text{burn}} = 3.0$ ms, $t_{\text{purge}} = 0.1$ ms for stoichiometric $H_2$/air mixture at $h = 9.3$ km and $M_\infty = 2.1$. 
of 4.4% (with respect to the analytical value of 5382 s) due to the filling velocity. The other three losses associated with exhaust-flow expansion, nozzle-divergence, and internal-flow processes then become 4.8, 0.9, and 1.6%, respectively.

Quite interestingly, the internal-flow loss in the current case is very small in spite of the existence of strong shock waves within the internal flowfield. This can be explained as follows. The internal-flow loss is obtained by comparing the numerical result with the
The performance trend is similar to that discussed in [3]. The specific impulse increases as $t_{\text{close}}$ decreases for a given frequency, except for a small range near the lower bound. For the three frequencies considered herein, the 250 Hz ($t_{\text{cycle}} = 4$ ms) operation offers the best performance margin. The maximum specific impulse of 4925 s is obtained with $t_{\text{close}} = 2.7$ ms, which is 3.2% higher than that of the baseline case with $t_{\text{close}} = 3.0$ ms.

4. Effect of Valve Timing

The effect of valve timing on the engine propulsive performance is studied over a broad range of cycle $t_{\text{cycle}}$ and valve-closed $t_{\text{close}}$ times. The purge time $t_{\text{purge}}$ is fixed at 0.1 ms as in the baseline case. Figure 9 shows the influence of $t_{\text{close}}$ on the specific impulse $I_{sp}$ for three different cycle periods of 3, 4, and 5 ms. The corresponding operating frequencies are 333, 250, and 200 Hz, respectively. There exist two lower bounds of $t_{\text{close}}$, one associated with inlet overpressurization (denoted by open circles) and the other with combustor overfilling (denoted by filled circles) [3]. Steady cyclic operation is achieved after 5–20 cycles in these cases. The performance trend is similar to that discussed in [3]. The specific impulse increases as $t_{\text{close}}$ decreases for a given frequency, except for a small range near the lower bound. For the three frequencies considered herein, the 250 Hz ($t_{\text{cycle}} = 4$ ms) operation offers the best performance margin. The maximum specific impulse of 4925 s is obtained with $t_{\text{close}} = 2.7$ ms, which is 3.2% higher than that of the baseline case with $t_{\text{close}} = 3.0$ ms.

B. Internal Control of Valve Operation

As discussed in Sec. II, the valve timing can also be controlled internally by the threshold pressure, purge fraction, and filling fraction, based on the flow development in the chamber. Intuitively, the specific impulse and thrust increase with increasing threshold pressure and reach their maxima when the threshold pressure equals the total pressure at the combustor entrance ($p_{\text{in}}$). On the other hand, at this maximum threshold pressure, the purging/filling processes may proceed slowly, leading to a low operating frequency. With these in mind, the threshold pressure is fixed at 95% of the total pressure ($p_{\text{in}}$) in the present study to achieve a reasonable performance. The effect of purge fraction resembles that of purge time discussed in [3]. The specific impulse increases but the specific thrust decreases with increasing purge time for given cycle and valve-open times, a phenomenon similar to the bypass-air effect for conventional gas-turbine engines. The specific value of purge fraction depends on the relative importance of specific impulse and thrust in the engine design. For simplicity, the purge fraction is set to a small value of 0.02, sufficient to prevent preignition while exerting a negligible influence on the specific impulse. In reality, a relatively larger value may be required to provide a wider safety margin accommodating the various instabilities arising from the contact surfaces and shock waves. With the above prespecifications, only one parameter, that is, the filling fraction $\beta_f$, remains to be optimized, as opposed to two parameters (i.e., $t_{\text{cycle}}$ and $t_{\text{close}}$) in the external control mode with a fixed $t_{\text{purge}}$. The entire engine optimization procedure can thus be substantially expedited.

1. Effect of Filling Fraction

The effect of a filling fraction on engine propulsive performance is first studied for the baseline flight condition with $M_{\infty} = 2.1$ and $h = 9.3$ km. The threshold pressure and purge fraction are set to 2.19 atm and 0.02, respectively. Figure 10 shows the specific impulse and period of each cycle with a filling fraction of 0.8. The cycle period varies until the steady operation is reached at the 12th cycle. The corresponding specific impulse and cycle time are 4850 s and 4.04 ms, respectively. Figure 11 shows the time histories of the pressure and mass fractions at the head end during limit cycles. The valve opens and the purging process begins when the head-end pressure decays to the prespecified value of 2.19 atm. The pressure continues to decrease during the purging and filling processes due to the expansion waves propagating from the downstream region. The average filling pressure of 2.01 atm is slightly lower than the threshold value. The average filling Mach number is 0.438, and the
corresponding theoretical specific impulse is 5200 s. The overall performance loss is broken down to a filling loss of 1.5%, a nozzle-expansion loss of 4.6%, a nozzle-divergence loss of 0.8%, and an internal-flow loss of 1.2%, in reference to the analytical value of 5276 s with zero filling Mach number.

Figure 12 shows the numerically calculated and theoretically predicted specific impulses with various filling fractions. Because the valve opens at the same threshold pressure for all the cases, the filling fraction exerts little influence on the average filling pressure and Mach number, and consequently the propulsive performance. The specific impulse increases by 0.5% when $\beta_f$ varies from 0.5 to 0.8, and then decreases by about 3.2% when $\beta_f$ varies from 0.8 to 1.0. The relatively low specific impulse at the filling fraction of 1.0 is due to the incidence of the detonation wave to the leading fresh reactant in the nozzle section and subsequent strong shock reflections within the nozzle. The effect of the filling fraction should not be confused with the partial filling effect reported in the single-pulse studies [39,40], where the specific impulse can be significantly improved by partial filling of reactants in a detonation tube. In a single-pulse operation, the tube contains quiescent cold air that can convert the potential and residual gases at either a high subsonic or even a sonic condition.

The effect of a filling fraction on engine thrust and operating frequency was also investigated. Figure 13 shows the thrust and specific impulse (normalized by the corresponding values for $\beta_f = 1$) in the $\beta_f$ range of 0.5–1.0. The thrust increases monotonically by about 15% with increasing filling fraction from 0.5 to 1.0. This trend can be qualitatively explained as follows. As $\beta_f$ increases, both the reactant consumed per cycle and the cycle period increase, with the latter occurring at a slower rate. Thus, the overall consumption rate increases with increasing $\beta_f$, and so does the thrust. Figure 14 shows the effects of the filling fraction on valve operation times. As the filling fraction increases, both the valve-open time (including the purge and filling durations) and the valve-closed time (including the detonation initiation and propagation as well as blowdown processes) increase. The cycle period increases by 64% as $\beta_f$ varies from 0.5 to 1.0. The corresponding operating frequency decreases from 358 Hz to 218 Hz.

Based on the above discussions, it is desirable to have the filling fraction in the range of 0.5–0.9 to maximize the specific impulse while maintaining a reasonable thrust. A filling fraction of 0.8 is thus chosen for the remaining calculations. With this selection, only one case needs to be studied for a given configuration, in contrast to the consideration of numerous cases in the external-mode operation for optimizing the valve timing. The performance optimization process is significantly expedited.

2. Effect of Nozzle Configuration

A series of nozzle configurations, as shown in Fig. 2 and discussed in Sec. III, are investigated for the baseline flight condition with the Mach number of 2.1 and altitude of 9.3 km. The nozzle throat radius varies from 2.0 to 5.0 cm, and the corresponding throat-to-tube area ratio is 0.16–1.0. The case with 5.0-cm throat radius represents a simple extension of the detonation tube. The threshold pressure, filling fraction, and purge fraction are set to 2.0, 0.8, and 0.02 atm,
respectively, such that only one flow calculation is required for each nozzle configuration.

Figure 15 shows the dependence of the specific impulse on nozzle configuration. The corresponding analytical predictions with the filling Mach number set to zero or based on the numerical result are also included. An optimum nozzle throat area clearly exists at the radius ratio of \( r_{th}/r_{tube} = 0.6 \). The corresponding specific impulse of 5020 s is about 23% higher than 4090 s of a simple extension of the detonation tube (i.e., \( r_{th}/r_{tube} = 1.0 \)). The result further corroborates the advantages of CD nozzles over straight tubes. The superior performance with a CD nozzle lies in its capability to preserve the chamber pressure during the blowdown and filling processes [3].

Figure 16 shows the effect of the nozzle throat area on various performance losses. As the ratio \( r_{th}/r_{tube} \) increases from its optimum value of 0.6 to 1.0, the total performance loss increases from 4.9% to 22% with respect to the theoretically predicted performance. The nozzle-divergence loss decreases due to the decrease in the nozzle-divergence angle. Because the valve opens at a fixed pressure of 2.19 atm for all the cases, the averaged filling pressure only slightly varies with the throat area, and so does the filling loss. The nozzle-expansion loss significantly increases with the throat area, a situation caused by the mismatch of the exit pressure with the ambient condition. Interestingly, the internal-flow loss also increases. As already mentioned, such loss results from the entropy rise associated with shock waves, the decrease of reactant pressure by expansion waves, and the nonlinear correlation between the density and velocity at the exit plane. As the throat area increases, although the loss associated with shock waves decreases, the resultant strong flow expansion can substantially lower the reactant pressure and lead to a higher performance loss. This phenomenon can be clearly observed from Fig. 17, which shows the time histories of the pressure and reactant mass fraction at the middle of the tube \((x = 25\,\text{cm})\). For \( r_{th}/r_{tube} = 0.6 \), the average pressure during the filling process is 2.00 atm, slightly lower than 2.05 atm at the head end, whereas in the straight tube-extension case of \( r_{th}/r_{tube} = 1.0 \), the average pressure of 1.07 atm is considerably lower than 1.85 atm at the head end. Figure 18 further demonstrates the decrease of the average pressure at the middle of the tube with increasing throat area. On the other hand, as the throat area decreases from its optimum value, the increased nozzle expansion and divergence losses degrade the overall system performance.

Figure 19 shows the influence of the nozzle throat area on the normalized specific impulse and thrust, reaching their optimum values at \( r_{th}/r_{tube} = 0.6 \) and 0.9, respectively. The thrust increases considerably by about 91% when \( r_{th}/r_{tube} \) varies from 0.5 to 0.9, due to the increase in the operating frequency and subsequently the cycle-averaged air mass flow rate. Figure 20 shows the valve operation times as a function of the nozzle throat area. Both the valve-open and valve-closed times decrease with increasing throat area. The cycle period decreases by about 71% as \( r_{th}/r_{tube} \) increases from 0.6 to 1.0.

It is worth mentioning that the present work only considers the effect of the nozzle throat area. A complete study on nozzle optimization should include more configuration parameters and should be carried out in the future.

3. Effect of Flight Conditions

In addition to the baseline case, several other flight conditions listed in Table 2 are considered to provide a broad assessment of the
PDE performance. These conditions cover a Mach-number range of 1.2–5.0, with the altitude from 1.5 to 24 km. For the Mach-5 case, the total temperature (1323 K) of the fresh reactants at the combustor entrance well exceeds the autoignition temperature (around 850 K) of the H₂-air mixture. Thus, preignition occurs during the filling stage and causes engine failure. A similar phenomenon was observed in [18]. Figure 21 shows the normalized specific impulse with respect to the value for the straight tube case under various flight conditions as a function of \( r_{th}/r_{tube} \). Similar to the baseline situation, there exists an optimum nozzle throat area for each flight condition. As the Mach number increases, the ratio of the total pressure at the combustor entrance to the ambient pressure increases. A smaller throat is required to preserve the chamber pressure and to match the nozzle exit pressure with the ambient condition more effectively. As a consequence, the relative improvement of the specific impulse with an optimum nozzle throat is more significant at higher flight Mach numbers. These values are 5.2, 23, and 52% for the flight Mach numbers of 1.2, 2.1, and 3.5, respectively.

Figure 22 shows the optimized specific impulse at various flight conditions. Also included for comparison are the theoretical prediction with zero filling Mach number and the ramjet performance. The specific impulse of PDE is higher than its ramjet counterpart by 36.29, 40.90, and 33.25 s for \( M_\infty = 1.2, 2.1, \) and 3.5, respectively. As a comparison, Harris et al. [18] recently reported a performance gain of 17–26% over ramjet engines for the baseline flight condition with \( M_\infty = 2.1 \) and \( h = 9.3 \) km, depending on the ratio of the purge to valve-open time. The performance trend can be explained as follows. At low flight Mach numbers, ram compression is weak. The precompression of reactants by the leading shock wave in a detonation tube becomes important and considerably benefits the engine performance. At high Mach numbers, ram compression is already so strong that the relative benefit of the shock precompression in the chamber becomes weak. At even higher Mach numbers, the performance of a PDE may become lower than its ramjet counterpart due to such intrinsic performance losses associated with the filling, nozzle expansion, and internal-flow processes. Another issue with high flight Mach numbers lies in the fact that the total temperature of reactants may exceed the autoignition point. The resultant preignition severely limits the engine operation regime. In the present study of hydrogen-air mixtures, autoignition takes place at a flight Mach number slightly larger than 3.5. The inclusion of the theoretical prediction for the Mach-5 condition in Fig. 22 is only for the purpose of comparison with ramjet engines.

**VII. Summary**

The propulsive performance of airbreathing PDEs has been theoretically and numerically studied over a wide range of system configurations, operating parameters, and flight conditions. The work treats detailed detonation propagation and unsteady gasdynamics in the chamber, as well as flow expansion through the nozzle to the ambient. Two different modes of valve operation were considered. The effects of valve operation timing based on different criteria were examined systematically. The influence of nozzle configuration on engine propulsive performance was also investigated. In addition, an analytical model was established to predict the PDE performance with an idealized operation. Results were employed to help identify and quantify the various performance loss mechanisms that degrade the engine propulsive efficiency. A performance map was established over the flight Mach-number range of 1.2–3.5. The PDE outperforms its ramjet counterpart for all the flight conditions considered herein, but the net benefit decreases with increasing flight Mach number.
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