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Two-phase flow interactions with vorticoacoustic oscillations in simulated solid-propellant rocket motors have been studied numerically using a combined Eulerian–Lagrangian approach. The model accommodates the complete conservation equations in axisymmetric coordinates and, consequently, allows for a detailed treatment of particle dynamics and unsteady motor internal flow evolution. Emphasis is placed on the interphase coupling between the gas and particle fields under the influence of acoustic excitation and turbulence dispersion and the intraphase interactions among particles such as collision and coalescence. The study demonstrates that acoustic oscillations provide additional mechanisms to transfer energy from periodic motions to turbulence, leading to an enhanced level of turbulence intensity and an early transition from laminar to turbulence. On the other hand, turbulence-induced eddy viscosity tends to suppress vortical flow motions caused by acoustic waves. The thermal and momentum relaxation times of particles, along with acoustic characteristic time, play an important role in dictating the two-phase flow interactions with oscillatory motor internal flows. A maximum attenuation of acoustic waves occurs when those timescales become comparable. Small particles, however, usually exert greater influence on the dispersion of acoustic wave through its effective modification of mixture compressibility. Particle intraphase interactions are significant mainly in situations with a wide range of particle size distribution.

Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a )</td>
<td>speed of sound in pure gas phase</td>
</tr>
<tr>
<td>( \bar{a} )</td>
<td>speed of sound in two-phase gas/particle mixture</td>
</tr>
<tr>
<td>( C_B )</td>
<td>Basset force coefficient</td>
</tr>
<tr>
<td>( C_d )</td>
<td>drag coefficient</td>
</tr>
<tr>
<td>( C_{lv} )</td>
<td>virtual-mass drag coefficient</td>
</tr>
<tr>
<td>( C_m )</td>
<td>mass loading of particles, ( \rho_p/\rho )</td>
</tr>
<tr>
<td>( C_p )</td>
<td>constant-pressure specific heat of gas</td>
</tr>
<tr>
<td>( C_v )</td>
<td>specific heat of particle</td>
</tr>
<tr>
<td>( d_p )</td>
<td>particle diameter</td>
</tr>
<tr>
<td>( e )</td>
<td>specific internal energy of gas</td>
</tr>
<tr>
<td>( e_t )</td>
<td>specific total energy of gas</td>
</tr>
<tr>
<td>( F_L )</td>
<td>lift force</td>
</tr>
<tr>
<td>( F_p )</td>
<td>gasdynamic force</td>
</tr>
<tr>
<td>( f )</td>
<td>frequency</td>
</tr>
<tr>
<td>( h_v )</td>
<td>specific enthalpy of particle</td>
</tr>
<tr>
<td>( J )</td>
<td>lift-force coefficient</td>
</tr>
<tr>
<td>( k_n )</td>
<td>wave number</td>
</tr>
<tr>
<td>( L )</td>
<td>chamber length</td>
</tr>
<tr>
<td>( M_b )</td>
<td>Mach number at injection surface</td>
</tr>
<tr>
<td>( m_i )</td>
<td>mass of single particle in group ( i )</td>
</tr>
<tr>
<td>( m_p )</td>
<td>mass of particle</td>
</tr>
<tr>
<td>( Nu )</td>
<td>Nusselt number</td>
</tr>
<tr>
<td>( n )</td>
<td>number density of particles</td>
</tr>
<tr>
<td>( n_{pi} )</td>
<td>number density of particles in group ( i )</td>
</tr>
<tr>
<td>( P_r )</td>
<td>Prandtl number</td>
</tr>
<tr>
<td>( p )</td>
<td>pressure</td>
</tr>
<tr>
<td>( \bar{Q}_p )</td>
<td>rate of heat exchange between particle and gas</td>
</tr>
<tr>
<td>( q )</td>
<td>heat flux</td>
</tr>
<tr>
<td>( R )</td>
<td>chamber radius or gas constant</td>
</tr>
<tr>
<td>( Sr )</td>
<td>Strouhal number, ( Rk_n/M_b )</td>
</tr>
<tr>
<td>( T )</td>
<td>temperature of gas</td>
</tr>
<tr>
<td>( T_p )</td>
<td>temperature of particle</td>
</tr>
<tr>
<td>( t )</td>
<td>time</td>
</tr>
<tr>
<td>( U )</td>
<td>mean velocity of gas phase</td>
</tr>
<tr>
<td>( u, v )</td>
<td>gas-phase velocity components in axial and radial coordinates, respectively</td>
</tr>
<tr>
<td>( u )</td>
<td>gas velocity</td>
</tr>
<tr>
<td>( u_p )</td>
<td>particle velocity</td>
</tr>
<tr>
<td>( u_g )</td>
<td>relative velocity, ( u - u_p )</td>
</tr>
<tr>
<td>( W_p )</td>
<td>work done on particle by gas phase</td>
</tr>
<tr>
<td>( \beta )</td>
<td>total spatial acoustic attenuation coefficient due to two-phase flow interactions, ( \beta_a + \beta_c )</td>
</tr>
<tr>
<td>( \beta_a )</td>
<td>spatial acoustic attenuation coefficient due to two-phase momentum exchange</td>
</tr>
<tr>
<td>( \beta_c )</td>
<td>spatial acoustic attenuation coefficient due to two-phase heat exchange</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>ratio of specific heats of gas, ( C_p/C_v )</td>
</tr>
<tr>
<td>( \delta )</td>
<td>ratio of gas to particle density, ( \rho/\rho_p )</td>
</tr>
<tr>
<td>( \varepsilon )</td>
<td>ratio of imposed acoustic pressure to mean chamber pressure</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>thermal conductivity of gas</td>
</tr>
<tr>
<td>( \lambda_a )</td>
<td>acoustic wave length</td>
</tr>
<tr>
<td>( \lambda_p )</td>
<td>thermal conductivity of particle</td>
</tr>
<tr>
<td>( \mu )</td>
<td>dynamic viscosity of gas</td>
</tr>
<tr>
<td>( \nu )</td>
<td>kinematic viscosity of gas</td>
</tr>
<tr>
<td>( \rho )</td>
<td>density of gas</td>
</tr>
<tr>
<td>( \rho_p )</td>
<td>bulk density of particles, defined as mass of particles per unit volume of two-phase mixture</td>
</tr>
<tr>
<td>( \rho_i )</td>
<td>density of particle material</td>
</tr>
<tr>
<td>( \bar{\rho} )</td>
<td>effective density of two-phase mixture</td>
</tr>
<tr>
<td>( \tau )</td>
<td>viscous stress tensor</td>
</tr>
<tr>
<td>( \tau_o )</td>
<td>period of acoustic oscillation</td>
</tr>
<tr>
<td>( \tau_v )</td>
<td>momentum relaxation time of particle</td>
</tr>
<tr>
<td>( \tau_e )</td>
<td>thermal relaxation time of particle</td>
</tr>
<tr>
<td>( \phi )</td>
<td>void fraction</td>
</tr>
<tr>
<td>( \Omega_p )</td>
<td>angular momentum of particle</td>
</tr>
<tr>
<td>( \omega )</td>
<td>radian frequency</td>
</tr>
</tbody>
</table>
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I. Introduction

ALUMINUM particles in solid-rocket propellant serve two purposes: increasing specific impulse and suppressing combustion instability. The damping effect of aluminum particles on motor instability was first recognized in the late 1950s and extensively studied during the 1960s and 1970s.1,2 Two mechanisms responsible for attenuation of acoustic oscillations have been identified. First, the acoustic energy in a motor can be transferred to and dissipated by particles through the momentum and heat exchange in the two-phase flowfield. Second, the acoustic energy balance in a motor can be substantially modified by the distributed combustion of particles. A general theoretical analysis addressing these phenomena was described by Culick and Yang.3 The importance of matching particle relaxation time with acoustic characteristic time to maximize the damping efficiency was established. In spite of its broad use in predicting motor stability behavior,4 the model only considered two-phase flow interactions arising from linear acoustic oscillations. No account was taken of the vortical wave induced by the coupling between the irrotational acoustic and rotational viscous flowfields.5,6 Furthermore, the influence of turbulence on motor flow evolution was not treated.7,4 The purpose of the present work is to develop a comprehensive numerical analysis dealing with two-phase flow interactions in rocket motors with acoustic oscillations. Emphasis is placed on the momentum and energy transfer between the gas and particle phases under conditions with and without the presence of turbulence. The study is limited to cold-flow simulations, such that various fundamental fluid-dynamic processes dictating the two-phase vorticoacoustic flow evolution can be identified unambiguously.

In view of the limitations of analytical treatment of two-phase motor flows, especially for problems involving complex grain configurations and turbulent transport, much effort was recently devoted to numerical studies. A variety of problems, such as slag accumulation,7,8 distributed combustion of aluminum particles,7,12 two-phase interactions under oscillatory conditions,1,5,7,11 and stability of acoustic waves in two-phase flows7,8 were carefully examined. Substantial knowledge was obtained about particle dynamics and combustion as well as their interactions with motor flows. An informative review of the state of art was given by Dupays et al.9 The existing work, however, does not include the oscillatory flowfield near the chamber wall, where vorticity generation and transport plays a dominant role in dictating the motor flow evolution. The present paper attempts to remedy this deficiency by conducting a unified two-phase flow analysis capable of addressing these fundamental issues. The interactions among particle dynamics, flow oscillations, and turbulent motions throughout the entire motor and their collective effect on motor stability behavior will be examined systematically.

The oscillatory flowfield in a rocket motor consists of three distinct types of wave motions: acoustic (irrotational and compressible), vortical (rotational and incompressible), and entropy (arising from unsteady heat release) modes.5,8,11,18 The coupling between the acoustic wave and the incoming radial mass flow from the propellant surface generates fluctuating vorticity and, consequently, causes energy transfer from the acoustic to the vortical field, a phenomenon commonly known as the flow-turning energy loss.9 The interactions between entropy fluctuations and nonuniform motor flows may act as a strong source term for driving acoustic oscillations in regions with large velocity gradients.18 The three waves, along with the transient combustion response of propellant, collectively dictate the stability behavior of a rocket motor. Turbulence plays an important role in determining the wave characteristics through the damping effect of turbulence-induced eddy viscosity on vortical motion.6,8 In addition, the interactions between organized oscillatory motions and turbulent fluctuations give rise to additional mechanisms of energy production, transfer, and dissipation in each of the three wave modes.5 The situation is further complicated by the presence of aluminum particles due to two-phase interactions and distributed combustion. Particles may deviate from their mean flow paths under the influence of gas flow oscillations and turbulence dispersion and, consequently, enhance the intraphase interactions in the particle field by means of particle collision and agglomeration. The preceding phenomena were only studied partially or separately in the past. Little effort has been made so far to address their integrated effect, especially under conditions representative of operational rocket motor environments.

This paper focuses on the two-phase flow interactions in a solid rocket motor with acoustic excitations. Chemical reactions are not included to allow for a detailed investigation of motor flow dynamics without complications arising from the surface and distributed combustion of propellant and metal particles. The analysis is based on a combined Lagrangian and Eulerian approach for the particle and gas phases, respectively. An improved two-equation model that takes into account the effects of wall transpiration, flow unsteadiness, and two-phase interactions is developed to achieve turbulence closure. The main objectives of the present work are 1) to study particle dynamics in the presence of turbulent and acoustic oscillations in the gas phase, 2) to examine the interactions between turbulent and organized oscillatory flows, 3) to explore the attenuation and dispersion effects of particles on unsteady flow motions, and 4) to investigate intraphase interactions among particles including collision and coalescence.

II. Theoretical Formulation

The physical model consists of an axisymmetric chamber with a closed head end, as shown in Fig. 1. Premixed nitrogen gas and aluminum particles are uniformly injected along the azimuth to simulate the evolution of combustion products of a metalized composite propellant. Standing acoustic waves are introduced to the chamber by imposing periodic pressure oscillations at the exit of the chamber.

Governing Equations for Gas Phase

The formulation for the gas phase is based on the conservation equations of mass, momentum, and energy in axisymmetric coordinates. When chemical reactions are neglected, these equations can be written in the following conservative form.

Mass:

\[
\frac{\partial (\rho u)}{\partial t} + \nabla \cdot (\rho u u) = 0
\]  

(1)

Momentum:

\[
\frac{\partial (\rho u u)}{\partial t} + \nabla \cdot (\rho u u u) = -\nabla (\rho p) + \nabla \cdot (\rho \tau) - \sum_i F_{pi} n_{pi}
\]  

(2)

Fig. 1 Schematic diagram of a solid rocket motor.
Energy:
\[
\frac{\partial (\rho e_i)}{\partial t} + \nabla \cdot [\rho (\phi e_i + p)u] = -\nabla \cdot (\rho \mathbf{q}) + \nabla \cdot (\rho \tau \cdot u) - \sum_i W_{pi} n_{pi} - \sum_i Q_{pi} n_{pi}
\]
where \(\tau\) is the stress tensor. The specific total energy \(e_i\) and heat transfer rate \(q\) are defined respectively as follows:
\[
e_i = e + u \cdot \mathbf{u}/2, \quad q = -\lambda \nabla T
\]
The void fraction \(\phi\) is assumed to be unity because the volume occupied by particles is exceedingly small compared with that of the gas phase. The source term \(-\sum Q_{pi} n_{pi}\) in the energy equation denotes the rate of heat transfer from the particle to the gas phase, and 
\[-\sum W_{pi} n_{pi}\]
stands for the work done on the gas phase by particles, with \(n_{pi}\) representing the number density of particles in group \(i\). Specific expressions of \(F_{pi}, W_{pi},\) and \(Q_{pi}\) will be given in a later section.

**Turbulence Closure**

An improved two-layer model taking into account the wall transpiration effect is employed to achieve turbulence closure. The approach employs the standard Energy:
\[
\frac{\partial e_i}{\partial t} = -\nabla \cdot (\rho e_i \mathbf{u}) + \frac{\partial (\rho \mathbf{u} \cdot \mathbf{u})}{\partial t} + \frac{\partial}{\partial x_j} (\rho \mathbf{u} \cdot \mathbf{n}_j) + \frac{\partial}{\partial x_j} (\rho \mathbf{u} \cdot \mathbf{q}) + \frac{\partial}{\partial x_j} (\rho \mathbf{u} \cdot \mathbf{P})
\]

For wall-bounded flows with impressed velocity oscillations, the flow near the wall responds quite readily to the incident oscillations. The modulation of the turbulence structure by the particle phase is formulated using the model developed by Mostafa and Mongia.}

**Governing Equations for Particle Phase**

Particle dynamics is modeled using a Lagrangian approach. To facilitate numerical calculations, individual particles are treated collectively as a “parcel,” which represents a family of physical particles having identical size, velocity, and temperature at the same location. The quantity of particles in each parcel is determined by the particle loading density. Each particle is governed by Newton’s second law and energy conservation law:
\[
\frac{d\mathbf{X}_p}{dt} = \mathbf{u}_p, \quad m_p \frac{d\mathbf{u}_p}{dt} = \mathbf{F}_p, \quad m_p C_p \frac{dT_p}{dt} = Q_p
\]

where \(x_p, u_p, m_p,\) and \(T_p\) are the particle displacement, velocity, mass, and temperature, respectively. Following the approach of Faeth, an order-of-magnitude analysis of the various forces on particles is conducted. The numerical result given in Table 1 is based on the following conditions representative of an operational solid rocket motor as described in Ref. 3. The density ratio \(\rho_p/\rho\) ranges from 200 to 500 and particle size from 2 to 400 \(\mu m\) in diameter.

If we ignore the virtual-mass and Basset forces due to their small magnitudes and the Magnus force due to the lack of knowledge about particle angular momentum, the resultant force acting on a particle is simplified as
\[
F_p = (\pi/8) C_d \rho d_p^2 |\mathbf{u}_R| |\mathbf{u}_R| + F_L
\]

The drag coefficient \(C_d\) is determined based on Putnam’s work. The work done by a particle on the surrounding gas is expressed as

<table>
<thead>
<tr>
<th>Forces</th>
<th>Formula</th>
<th>Ratio to drag force</th>
<th>Ratio to drag force</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drag force(^{26})</td>
<td>(\frac{\pi}{8} C_d \rho d_p^2</td>
<td>\mathbf{u}_R</td>
<td></td>
</tr>
<tr>
<td>Virtual-mass force(^ {26})</td>
<td>(\frac{\pi}{12} C_d \rho d_p^2 \frac{d\mathbf{u}_R}{dt})</td>
<td>(\left(\frac{\rho}{\rho_i}\right))</td>
<td>(10^{-3} \sim 10^{-2})</td>
</tr>
<tr>
<td>Basset force(^ {26})</td>
<td>(\frac{3}{2} \rho d_p^2 (\pi \rho \mu) C_b \times \left[ \int_{t_0}^{t} \frac{1}{(t - \xi)^{1/2}} \frac{d\mathbf{u}_R}{dt} \right] \frac{d\mathbf{u}_R}{dt})</td>
<td>(\rho/\rho_i)</td>
<td>(10^{-2} \sim 10^{-1})</td>
</tr>
<tr>
<td>Magnus force(^ {26})</td>
<td>(\frac{\pi}{8} \rho d_p^2 \Omega_p \times \mathbf{u}_R)</td>
<td>(\Omega_p d_p^2)</td>
<td>(24\nu)</td>
</tr>
<tr>
<td>Lift force(^ {27})</td>
<td>(1.6 \rho d_p^2 \frac{d_t^2}{d \mathbf{u}_R^2}</td>
<td>\mathbf{u}_R</td>
<td></td>
</tr>
</tbody>
</table>

\(^{a}\)Density ratio \(200 \leq \rho_p/\rho \leq 500\) and diameter \(2 \leq d_p \leq 400 \mu m\).
The convective heat transfer between the particle and gas phases is

\[ Q_p = \pi d_p^2 N\alpha(T - T_p) \]  

(8)

where the Nusselt number is calculated using Whitaker’s formula.\(^{29}\)

The effect of turbulence on particle dynamics is treated using the stochastic separated flow (SSF) model developed by Shuen et al.,\(^{30}\) in which particles are assumed to interact with a succession of turbulent eddies as they move through the computational domain. The duration of interaction between an eddy and a particle is determined from the smaller one between the eddy life time and the transit time required for a particle to traverse the eddy. The assumption of isotropic turbulence in the SSF model is justified by the studies of Chen and Pereira\(^{31}\) and Burry and Bergeles,\(^{32}\) in which two improved SSF models were developed to account for turbulence anisotropy. Results indicate that the use of anisotropic scales exerts minor influence in predicting the mean velocity and turbulent kinetic energy of the particle phase.

### IV. Numerical Scheme

A characteristic trait of rocket motor internal flows is that the gas velocity in the bulk of the computational domain is much smaller than the acoustic speed. Therefore, conventional numerical algorithms developed for compressible flows may encounter two major difficulties: 1) disparity of the eigenvalues of the system and 2) singular behavior of the pressure gradient in the momentum balance. To circumvent these difficulties, a preconditioning technique in conjunction with an implicit dual time-stepping integration method as detailed in Ref. 35 is employed in the present study. The scheme has proven to be quite efficient and robust over a wide range of Mach numbers and can achieve a high degree of temporal accuracy with only a modest increase in computation cost. Moreover, because the governing equations are solved implicitly, the numerical method is very stable and allows the selection of the integration time step to be dictated by physical processes rather than numerical stability.

The Runge–Kutta–Gills method was chosen for solving the particle-phase governing equations. The physical time step for the particle-phase calculation is less than \( \frac{1}{\omega_p} \) of the momentum relaxation time. Computation of the two-phase flow is conducted in a fully coupled manner, with the source terms associated with two-phase interactions updated at every gas-phase computational iteration.

### V. Attenuation and Dispersion of Acoustic Waves by Particles

Epstein and Carhart\(^ {36} \) established a analytical model, which was later validated by the experiments of Zink and Delsasso,\(^ {37} \) to quantify the attenuation and dispersion of acoustic waves by rigid particles in a gaseous medium. The analysis was recently generalized by Temkin\(^ {38,39} \) to accommodate the particle compressibility produced by the relative motions between host fluid and particles. Thus, the resultant theory is applicable to aerosols, bubbly liquids, emulsions, and hydrosols.

By following the approach of Epstein and Carhart,\(^ {36} \) the spatial attenuation coefficient due to two-phase momentum exchange \( \beta_s \) is given by

\[ \beta_s = (3\pi nd_p/\alpha)(1 + Y)I_e \]  

(9)

where

\[ I_e = 16Y^4/[16Y^4 + 72\delta Y^3 + 81\delta^2(1 + 2Y + 2Y^2)] \]  

(10)

with

\[ Y = \omega d_p^3/8\nu = \frac{3}{2}\delta (\rho/\rho_s)n\tau_{\alpha}, \quad \delta = \rho/\rho_s \]  

(11)

The momentum relaxation time of particle \( \tau_e \) is defined as

\[ \tau_e = \rho_s d_p^2/(18\rho v) \]  

(12)

It characterizes the time required for a particle to reach momentum equilibrium with the ambient fluid in response to a local flow variation.

The spatial attenuation coefficient due to the irreversible flow of thermal energy between the gas and particle phases \( \beta_a \) is given by

\[ \beta_a = (2\pi nd_p/\alpha)(\gamma - 1)(1 + Z)I_a \]  

(13)

where

\[ I_a = 4Z^4/[4Z^4 + 12\delta(C_p/C_s)Z^3 + 9\delta^2(C_p/C_s)^2] \]  

(14)

with

\[ Z^2 = \omega d_p^3/8a = \frac{3}{2}(\rho/\rho_s)(C_p/C_s)n\tau_{\alpha} = \frac{3}{2}(\rho/\rho_s)Pr\omega \tau_{\alpha}, \quad \alpha = \lambda/\rho C_p \]  

(15)

The thermal relaxation time of particle \( \tau_e \) is defined as

\[ \tau_a = \rho_s C_p d_p^2/(12\rho C_p \alpha) \]  

(16)

which characterizes the time required for a particle to reach thermal equilibrium with the ambient fluid in response to a local flow variation. Clearly, both \( I_e \) and \( I_a \) depend on the frequency of acoustic oscillation, density ratio, and particle relaxation times. With appropriate manipulations of Eqs. (9) and (13), the total acoustic attenuation coefficient due to two-phase interactions, \( \beta = \beta_s + \beta_a \), can be obtained as

\[ \beta_{\lambda_s} = (2\pi /\omega \tau_e)C_m[1 + (Y)I_e + (1 + Z)(\gamma - 1)I_a/(\frac{3}{2}Pr)] \]  

(17)

where \( \lambda_s \) is the wave length of acoustic oscillation and \( C_m \) the particle mass fraction, defined as the mass ratio of particle to gas phase per unit volume of the two-phase mixture.

The acoustic wave speed is determined by assuming that the two-phase mixture can be treated as a perfect gas with its thermodynamic properties modified by the presence of particles,

\[ \tilde{a}^2 = \tilde{a}R \tilde{T} = \tilde{C}_p \rho \tilde{T} = \frac{C_p + C_v + R}{(C_p + C_v)} \frac{p}{(\rho + \rho')} \]  

(18)

where the overbar denotes the effective property of the two-phase mixture and the prime the correction term resulting from two-phase interactions. For a dilute particle-laden flow with a low or moderate particle mass fraction, to first-order approximation, modifications of the density and specific heat can be written as

\[ \rho' = \rho C_m(1 - I_e), \quad C_v' = C_v C_m(1 - I_e) \]  

(19)

Substitution of Eq. (19) into Eq. (18) and neglect of higher-order terms gives rise to the following equation for quantifying the change of acoustic velocity caused by the presence of particles:

\[ \Delta a = a - \tilde{a} \approx (a C_m/2)(C_v R/C_p^2)(1 - I_e) + (a C_m/2)(1 - I_e) \]  

(20)
The first term on the right-hand side accounts for the velocity change due to the increase in heat capability, an effect directly related to the enhanced compressibility of the mixture. The second term is responsible for the particle dispersion effect associated with viscous damping.

As part of the model validation effort, the attenuation and dispersion of acoustic waves by particles in a channel flow is studied. The physical model measures 1.88 m in length and 0.1 m in height. The mean pressure and temperature are 1 atm and 300 K, respectively. Periodic pressure oscillations with a magnitude of 1% of the mean value is imposed at the entrance where premixed air and aluminum particles flow in. Nonreflecting boundary conditions are applied to the exit to allow for traveling acoustic waves in the channel. Figure 2a shows good agreement of the spatial attenuation coefficient of the acoustic wave between the numerical predictions and the theory of Epstein and Carhart over a wide range of oscillation frequency, particle size, and loading density. The open symbols and solid lines denote numerical and theoretical values, respectively. There exists an optimum particle size with \( \xi = \frac{v}{D} \) at which the maximum damping of acoustic motion occurs. For tiny particles, velocities and temperatures become so small that the viscous and thermal dissipation is insignificant. On the other hand, large particles with \( \xi > 1 \) cannot follow the wave motions to cause effective momentum and energy exchange, thereby leading to negligible acoustic attenuation. Only particles between these two extremes exert dissipation on wave motions.

This observation can also be conceived in the particle dispersion effect, as shown in Fig. 2b. Propagation of acoustic waves in a particle-filled gas medium involves a series of rarefaction and compression processes, during which both momentum and thermal exchanges take place between particles and neighboring gases. For small particles, equilibria with surrounding gases can be easily reached to allow particles to be treated as an additional gaseous species. For particles with relaxation times much greater than the period of acoustic wave, however, the large thermal inertia prohibits effective energy transfer between the gas and particles. The compressibility of the gaseous medium remains almost unchanged, and the acoustic wave speed has a value corresponding to that in a pure gas. Note that this result bears a strong resemblance to that given in Ref. 3 (p. 754) using a different approach, in which the particle relaxation effects are incorporated in a unified theory for treating combustion instabilities in two-phase mixtures. Excellent agreement of the acoustic wave speed is obtained for small \( \omega \tau_v \) and \( C_m \). The theory in Ref. 3, however, underpredicts the speed of sound by 4% for \( C_m = 0.4 \) in the limit of \( \omega \tau_v \to \infty \).

Figure 2c shows the acoustic impedance of the two-phase mixture, \( \frac{\rho}{\omega} \), as a function of the nondimensional frequency and particle mass fraction. The effective mixture density and speed of sound are determined according to Eqs. (19) and (20). For low frequencies or small particles, \( \omega \tau_v \to 0 \), the effective density \( \bar{\rho} \) approaches its asymptotic value of an equilibrium mixture, with \( \bar{\rho} = \rho (1 + C_m) \). On the other hand, if the frequency is relatively high or the particles are large, that is, \( \omega \tau_v \to \infty \), the density correction term \( \bar{\rho} \) vanishes and \( \bar{\rho} \) simply takes the value of the pure phase, with \( \bar{\rho} = \rho \).

V. Gas-Phase Motor Internal Flow Development

As a specific example, the Culick/Yang research motor is employed in the present study. The chamber measures 5.1 cm in diameter and 0.6 m in length. The mean chamber pressure is 100 atm, and the mean temperature of 3500 K corresponds to the adiabatic flame temperature of a metallized ammonium perchlorate/dextrose/terminated polybutadiene (AP/HTPB) solid propellant. Air and aluminum particles are injected through the walls to simulate the flow evolution of the combustion products. The air mass flux of 20.2 kg/m/s is obtained based on the measured propellant burning rate of 11.2 mm/s and density of 1800 kg/m^3. The corresponding injection Mach number based on the surface injection velocity is 1.7 \times 10^{-3}. The turbulent kinetic energy \( k_w \) and its dissipation rate \( \varepsilon_w \) at the surface are specified following the approach of Beddini, which accounts for the effects of surface roughness and initial turbulence intensity, where \( u_* \) is the surface injection velocity and \( \sigma_r \) a parameter characterizing the surface roughness, which is assigned a value of 0.035. \( C_u \) is an empirical constant set to 0.09. The characteristic length scale of turbulence \( l_w \) is taken to be 200 \mu m in the present study.

Periodic pressure oscillations with amplitudes of 2% of the mean value are imposed at the exit to generate longitudinal standing acoustic waves in the chamber. The computational grid for the gas phase consists of 70 and 140 points in the axial and radial directions, respectively. The grids are clustered near the injection surface to resolve the vortical wave structure and turbulent boundary layer. The smallest grid near the wall corresponds to \( y^+ = 5 \), and each vortical wavelength is covered by at least 10 grids. Attention is also given to the resolution of the vortical wave in the core-flow region where the wave length diminishes due to the vanishing mean-flow radial velocity near the centerline of the chamber.

Stationary Flowfield

Figure 3 shows the distributions of the Mach number and turbulence properties under a steady-state condition. The overall flow development in the chamber can be characterized by three distinct regimes: laminar, transitional, and fully developed turbulent flow, as elucidated in Refs. 7, 40, and 41. The flow is predominantly laminar in the upstream regime and undergoes transitions to turbulence at \( x = 0.2 \) m as a result of hydrodynamic instability. Unlike channel flows without surface mass injection, the outbreak of turbulence occurs away from the walls. The peak in turbulence intensity moves closer to the wall in the downstream direction until the surface injection prohibits further penetration of turbulence. As the flow develops...
Acoustic and Shear Flowfields

In the present nonreacting flow study, the oscillatory flowfield in the chamber involves only acoustic and vortical motions. To provide direct insight into the wave interactions without complications arising from turbulence, we first treat a short chamber with a length of 0.3 m, in which the flow is predominantly laminar. Figure 4 shows the contour plots of the amplitude of the axial-velocity fluctuation for the first two longitudinal modes. The corresponding frequencies are 1885 and 3770 Hz, respectively. Only the upper portion near the wall is presented to achieve better spatial resolution. The complex structure adjacent to the surface indicates the existence of an acoustic boundary layer, within which rapid velocity fluctuations associated with unsteady shear (or vorticity) waves occur.\(^\text{3}-\text{8}\)

Vorticity disturbance is produced at the lateral boundary to satisfy the no-slip condition for a viscous flow. It then propagates inward at the local flow velocity and is finally damped out by viscous dissipation. Consequently, a simple acoustic field is rendered in the core-flow region, with a one-dimensional distribution of the velocity fluctuation, which can be accurately predicted using classical acoustic theory. Because the viscous damping effect on the vorticity wave is proportional to the oscillation frequency,\(^\text{5,6}\) the acoustic boundary-layer thickness, defined by the vertical location at which the shear wave amplitude decays to less than 1% of the acoustic velocity amplitude, of the first mode is about two times greater than that of the second mode, as evidenced in Fig. 4.

The full-scale Culick/Yang\(^\text{1}\) research motor measuring a length of 0.6 m is employed to study the interactions between a stationary turbulent flow and acoustic oscillation. Figure 5 shows the distributions of the amplitude of the axial velocity fluctuation of the first two longitudinal modes at the frequencies of 943 and 1885 Hz, respectively. Compared with its counterpart in the upstream laminar region, the vorticity wave in the downstream turbulent region is considerably damped out by the turbulence-induced eddy viscosity. Turbulence can effectively smear out any organized disturbance generated from the surface within a short distance, rendering a nearly one-dimensional oscillatory field in the bulk of the chamber except for a thin acoustic boundary layer near the surface. A thorough discussion of this subject may be found in Refs. 6 and 8.

On the other hand, acoustic oscillations exert strong influence on unsteady flow evolution. In particular, a single-harmonic oscillation may excite a fluctuating flow with a broadband frequency spectrum, a phenomenon referred to as acoustically induced turbulent motions. Generation of turbulence by organized external forcing can be viewed as an energy transfer process from the acoustic to the turbulent field. Apte and Yang\(^\text{8}\) showed in their large-eddy simulations of injection-driven flows that the coupling between the Reynolds stress and the spatial gradient of the acoustic velocity provides a mechanism to transfer the kinetic energy from acoustic motions to turbulent fluctuations. Furthermore, an early transition from laminar to turbulence may occur, depending on the forcing amplitude and frequency. In general, the effect of energy exchange tends to be more profound for low-frequency acoustic oscillations and can be characterized using a nondimensional parameter, \(k\sqrt{(f\nu)/a}\), where \(k\) is a constant scaling factor. Figure 6 shows the radial distributions of time-averaged turbulence kinetic energy at various axial locations for the first longitudinal mode. The corresponding property of a stationary flow is also included for comparison. An enhanced level of turbulence due to acoustic excitation is clearly observed. The acoustic wave can indeed induce flow instability and cause transfer of energy from the organized to the turbulent field.
VI. Two-Phase Flow Interactions with Acoustic Oscillations

Particle Size Distribution in Rocket Motor

Based on Salita’s study of several operational metallized solid propellants, the size distribution of aluminum particles in a rocket motor typically follows a bimodal log-normal profile. The cumulative mass distribution can be expressed with the following formula:

\[ f(d_p) = \frac{1}{2} \left[ \left( 1 + \text{erf} \left( \frac{z_1}{\sqrt{2}} \right) \right) - \left( 1 + \text{erf} \left( \frac{z_2}{\sqrt{2}} \right) \right) \right] f_0 \]  

(22)

where

\[ z_1 = \frac{1}{\sigma_1} \log_{10}(d_p/d_{10}) \]
\[ z_2 = \frac{1}{\sigma_2} \log_{10}(d_p/d_{20}) \]  

(23)

with \( d_{10} \) and \( d_{20} \) the mass-mean diameters, \( \sigma_1 \) and \( \sigma_2 \) the standard deviations for the two modes, respectively, and \( f_0 \) the modal mass fraction. For the first mode, which accounts for 80% of the total mass, the mass-mean diameter and standard deviation are found to be 1.5 \( \mu m \) and 0.2, respectively, regardless of pressure, quench distance, quench liquid, and propellant. For the second mode, the standard deviation is about 0.4 and is independent of the factors just listed, but the mass-mean diameter decreases with increasing pressure. In the present work we choose 150 \( \mu m \), following the work of Sabnis et al.  

The resultant cumulative mass distribution is shown in Fig. 7. Small particles comprising oxidized aluminum appear as smoke, whereas large particles are composites of burned and unburned aluminum.

Two different kinds of particle size distribution are treated in the present study. The first case assumes a uniform size distribution throughout the entire injection surface, so that the particle size effect can be carefully examined. Two characteristic diameters in Fig. 7 are considered: 1) 10 \( \mu m \), the upper limit of the particle size in the first mode, accounting for 80% of the total mass, and 2) 100 \( \mu m \), a typical particle size close to the lower limit in the second mode. In the second case, the particle size follows the bimodal log-normal distribution given in Fig. 7. The quantity of particles at the injection surface is determined jointly by the mass distribution function and mass flow rate of particles.

Particles are injected in groups of parcels from 70 locations, which are uniformly distributed along the side wall of the chamber. The mass flow rate of each parcel is determined by

\[ \dot{m}_{pi} = n_i \left( \frac{4}{3} \pi d_{pi}^3 \rho_p \right) \cdot f_p \]  

(24)

where \( n_i \) and \( d_{pi} \) are the number and diameter of particles in parcel \( i \), respectively, and \( f_p \) is the particle injection frequency. An algorithm described in Ref. 43 is employed to ensure that the injected particles follow the prespecified size-distribution function. In principle, the particle injection velocity falls in the range between the propellant burning rate and the corresponding gas-phase velocity. Because the void fraction \( \phi \) is assumed to be unity and the particles are treated as a discrete phase, the particle velocity at the injection surface does not influence the particle-phase mass flow. Under stationary conditions, Madabhushiet al.  

examined the sensitivity of particle dynamics to the injection velocity by varying the latter between 1 and 25% of the gas velocity at the surface. The result shows that the particle dynamics is insensitive to the injection velocity. Vuillot et al.  

examined the effect of the particle injection velocity on the gas-phase flowfield in an oscillatory environment, in which the particle injection velocity was varied from 0.4 to 83% of the gas velocity. The resultant changes in the attenuation and dispersion of the acoustic wave appear to be negligible. In light of its limited influence on the oscillatory flowfield, the particle velocity at the injection surface is fixed at 10% of the gas-phase velocity throughout the present study.

Acoustic- and Turbulent-Flow-Induced Particle Dispersion

Particle dispersion due to acoustic oscillation can be conveniently examined through snapshots of the particle field, from which a general description of the influence of acoustic motion on particle dynamics can be conceived. Figure 8 shows the result for the short chamber in which the flow is predominantly laminar. For a uniform distribution of particle diameter of 100 \( \mu m \), the streak lines originating from the surface can be clearly defined in the bulk of the flowfield, except in the middle of the chamber where a large excursion of acoustic velocity takes place. The deviation from the mean path appears to be limited because of the large particle inertia. The lack of interweaving of trajectories suggests poor mixing among particles. The situation with small particles with a diameter of 10 \( \mu m \), however, is drastically different. Although the streak lines can still be identified near the surface, they experience large excursions of oscillations in the core region, leading to a chaotic particle field. The phenomenon can be explained in terms of the acoustic...
characteristic time $\tau_a$, defined as the time period of the acoustic wave, and the particle momentum relaxation time $\tau_v$. In the present case, $\tau_a$ is approximately 0.5 ms, and $\tau_v = 0.1$ and 10 ms for the small ($d_p = 10 \mu m$) and large ($d_p = 100 \mu m$) particles, respectively. Clearly, small particles have a much shorter relaxation time than the acoustic characteristic time and, consequently, can closely follow the local flow oscillation. Large particles are much less responsive and basically stay with their steady-state trajectories. The snapshot of the particle field for the case with a bimodal size distribution is given in Fig. 8e. The distinct streak lines observed in the earlier two cases become obscured. The particles are well mixed in the core region. Based on this observation, we may conclude that collisions among particles with a uniform size distribution are unlikely to take place in a laminar flowfield with acoustic excitation. A nonuniform distribution of particles is required for collisions to occur. The wider the range of particle size is, the greater the opportunity is for particles to collide. The situation, however, may become fundamentally different in turbulent flows in which turbulent dispersion may substantially modify the particle dynamics.

The extent of particle dispersion by turbulence can be characterized by the product of the mean squared fluctuating velocity and the integral timescale of the particle.$^{30}$ Both parameters are closely related to the inertia of a particle. The particle integral timescale measures the time interval over which the particle velocity is correlated with its initial velocity before being influenced by turbulence. Thus, larger particles with greater inertia have higher values of integral time. Figure 9 shows the snapshots of the particle fields with two different uniform size distributions, that is, 10 and 100 $\mu m$ in diameter, in the long chamber under the first longitudinal mode of acoustic oscillation. Well-defined particle streak lines are clearly observed in the upstream laminar flow region for both cases. Small particles can follow acoustic wave motions because of their low momentum inertia. In the downstream turbulent flow region, however, the organized paths of small particles are destroyed and intertwined with their adjacent ones, resulting in a well-mixed homogeneous particle field. Turbulence dispersion exerts a strong influence and may even exceed the impact of acoustic wave on particle motion, depending on the local acoustic velocity field. For large particles, the streak lines remain in shapes similar to their laminar counterparts. The high inertia of the particles renders the turbulence dispersion effect comparatively small.

**Effect of Particles on Acoustic Flowfield**

The effect of particles on oscillatory flow motions can be conveniently demonstrated by considering the instantaneous fluctuating velocity field. Figures 10 and 11 present the radial distributions of the amplitude and phase of the axial velocity fluctuation, respectively, in the short chamber ($L = 0.3$ m), where the mean flow is basically laminar. The particle mass fraction $C_m$ is 0.2, and the particle injection velocity is 0.1 m/s. The acoustic oscillation is of the first longitudinal mode with a frequency of 1885 Hz. Two distinct regions are noted. The first one encompasses the near-wall flowfield ($r/R > 0.6$), where both the acoustic and vorticity oscillations prevail. In the second region ($r/R \leq 0.6$), the vorticity wave diminishes due to viscous dissipation, and the oscillatory field is solely dominated by the acoustic motion. In general, particles tend to reduce the amplitude of acoustic waves through their momentum and thermal exchanges with surrounding gases, a phenomenon that has been discussed in connection with Fig. 2. The net effect on the acoustic-wave attenuation, dispersion, and impedance depends on the particle loading density, momentum and thermal relaxation times, and acoustic oscillation frequency. Small particles are more effective in modifying the acoustic impedance characteristics because they can easily reach thermodynamic equilibrium with the local gaseous field and, consequently, increase the mixture compressibility. The situation with large particles, however, is drastically different. The disparity of particle relaxation and acoustic timescales may decouple the oscillatory processes in the two phases. As a result, particles exert negligible influence on the acoustic impedance of the two-phase flow. The acoustic velocity in a mixture with large particles is identical to its counterpart in a pure gas flowfield.

With the assumption of an ideal mixture, the acoustic velocity amplitude can be related to the acoustic pressure amplitude as follows:

$$|u'| = |p'| / \rho a$$

(25)

where the effective mixture density $\rho$ and speed of sound $a$ are determined using Eqs. (19) and (18), respectively. For small particles with $d_p = 10 \mu m$, the momentum relaxation time of 0.1 ms is
much less than the acoustic time of 0.5 ms. The effective mixture density $\tilde{\rho}$ approaches its asymptotic value of $\tilde{\rho} = \rho (1 + C_m)$ for infinitesimally small particles or low frequencies. For large particles with $d_p = 100 \mu m$, $\tilde{\rho}$ and $\tilde{\alpha}$ remain the same as those of a single gas flow. The numerical results shown in Fig. 10 are in excellent agreement with the analytical solution given by Eq. (25). The small deviation of less than 0.1% may arise from numerical errors due to grid resolution. The maximum velocity amplitude occurs at the middle of the chamber, with $|u'|_{\text{max}} = 13.2$ m/s for $d_p = 10 \mu m$ and 15.4 m/s for $d_p = 100 \mu m$. The phase distributions given in Fig. 11 indicate that the acoustic pressure leads the acoustic velocity by a phase angle of 90 deg for such a standing longitudinal wave system. The small deviation associated with large particles, $\tilde{\alpha} = 0.02$ at $x/L = 1/2$, may be caused by the dispersion effect and numerical error. The rapid phase variation in the near-wall region arises from the vortical motion, as detailed in Refs. 5, 6, and 8. An analytical study by Thomas et al. indicates that the damping effect of particles on acoustic motion is reduced by the presence of the vortical wave. The extent of this reduction can be characterized jointly by the particle size and the acoustic Strouhal number defined as $S_p \equiv R_k / M_s$, with $R$, $k$, and $M_s$ being the chamber radius, wave number, and injection Mach number, respectively. Because the Strouhal number is on the order of 100 in the present work, the effect of vorticity on particle acoustic damping is minimal, about 1% for $d_p = 10 \mu m$ and 20% for $d_p = 100 \mu m$. Because the acoustic damping effect of large particles is already small, the net reduction associated with the vortical wave is barely observed, as also suggested in Ref. 45.

The preceding analysis of acoustic impedance and velocity field remains valid even for a turbulent flow. Figure 12 shows the radial profiles of the amplitude of the axial velocity fluctuation at the midsection of the full-length chamber ($L = 0.6$ m), where the flow is turbulent in the downstream region. All of the injection conditions and particle mass fraction are identical to those for the short chamber. As in the laminar flow case, the influence of large particles on the acoustic velocity is negligible because of their high inertia, and small particles can effectively reduce the velocity oscillation. The calculated velocity fluctuation amplitude at the acoustic pressure nodal point ($x/L = 0.5$) is the same for both the short and full-length chambers. Turbulence exerts little influence on the acoustic wave structure. Its primary contribution lies in the dissipation of the vortical motion through the turbulence-enhanced eddy viscosity.

**Effect of Particles on Vortical Flowfield**

A theoretical basis is established to explore the interactions between particles and the vortical flow motions. Following the approach of Flandro, the oscillatory velocity and temperature fields are split as follows:

$$u' = u_a + u_v, \quad T' = T_a + T_v$$

where the primed quantities represent fluctuating properties to first-order approximation and the subscripts $a$ and $v$ the acoustic and vortical modes, respectively. The equation governing the unsteady vortical motion in a two-phase mixture is derived by substituting Eq. (27) into the linearized momentum equation,

$$\frac{\partial u_v}{\partial t} = - (\nabla u_v \cdot U - u_v \times \nabla \times U - U \times \nabla \times u_v) - \frac{\partial}{\partial t} \left[ \rho \frac{d u_v}{d \rho} \right]$$

where $u_v$ is the particle fluctuating velocity arising from the vortical flow motion. Application of the Stokes flow approximation leads to the following equation of particle motion:

$$\frac{d u_p}{d t} = \frac{18 \mu}{\rho d_p^2} (u_p - u_v)$$

Equations (27) and (28) provide an analytical framework for determining the oscillatory vortical field in a two-phase mixture. Figure 13 shows the result of the first longitudinal-mode oscillation in the short chamber ($L = 0.3$ m) at $x/L = 1/2$. Three different
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Fig. 14 Comparison between analytical and numerical solutions of amplitude of vorticity fluctuation in laminar flow with first longitudinal mode of acoustic oscillation ($f = 1885$ Hz, $C_m = 0.2$, and $\varepsilon = 0.02$) at $x/L = \frac{1}{2}$.

Fig. 15 Particle size distribution in laminar flow with first longitudinal mode of acoustic oscillation ($f = 1885$ Hz, $C_m = 0.2$, and $\varepsilon = 0.02$) at a) injection surface and b) chamber exit.

To investigate the particle intraphase interactions in a turbulent flow, we consider the injection of particles with a bimodal distribution to the full chamber ($L = 0.6$ m). Figure 16 shows the particle size distribution at the chamber exit. The mass fraction of small particles with $d_p \leq 10 \mu m$ decreases from 65% in a laminar flow to 58% in the present turbulent flow case, and the mass-mean diameter increases from 60 to 71 $\mu m$. Turbulence dispersion and the increased particle residence time in the long chamber indeed enhance the probability of particle collision and ensuing agglomeration. Note that, in both the laminar and turbulent cases, the particle size at the chamber exit remains a bimodal distribution, but with a different mean value for each mode. Coalescence mainly occurs between small particles of the first mode and large particles of the second mode. The mass fractions of medium-size particles, that is, $10 \leq d_p \leq 20 \mu m$, and large-size particles, that is, $320 \leq d_p \leq 640 \mu m$, are not changed, suggesting that agglomeration among particles within each mode is insignificant. To further clarify this issue, particles with a uniform size distribution of $d_p = 10 \mu m$ are injected. The mass-mean diameter at the chamber exit only increases slightly to 10.1 $\mu m$. Coalescence among particles with the same size is just not effective in spite of the turbulence dispersion effect. This finding is consistent with the observation by Salita\textsuperscript{33} that the collision of micrometer-size $Al_2O_3$ with large agglomerates results in nearly 100% coalescence, whereas the large-particle collision efficiency is only about 5%.

**Summary**

A comprehensive numerical analysis based on a combined Eulerian–Lagrangian approach has been established to study the two-phase flow interactions in solid-propellant rocket motors with acoustic oscillations. The model treats the complete gas-phase conservation equations in axisymmetric coordinates and the particle equations of motion and energy conservation. The interphase interactions between the gas and particle phases are modeled by means of mass, momentum, and energy exchanges. Turbulence closure for the gas phase is achieved using a modified two-layer model. Also included in the formulation is the turbulence dispersion effect on particle dynamics.

As part of the model validation effort, the analysis was first applied to investigate the acoustic wave attenuation and dispersion in a two-phase mixture of gas and particles. The results show good agreement with the linear theory of Epstein and Carhart,\textsuperscript{36} in terms of attenuation coefficient, acoustic velocity, and acoustic impedance as a function of frequency, particle relaxation times and mass fraction, and gas-phase properties. The numerical analysis was then implemented to examine the two-phase flow interactions with externally imposed acoustic wave motions in an operational rocket motor previously studied by Culick and Yang.\textsuperscript{3} Strong coupling among acoustic oscillations, vortical motions, turbulent fluctuations, and particle dynamics is observed. Acoustic waves tend to enhance turbulence intensity and give rise to an early transition from laminar to turbulent flow through energy transfer from the organized oscillatory field to the broadband turbulent flowfield. On the other hand, turbulence can effectively increase the eddy viscosity and, consequently, dissipate the vortical wave originating from the injection surface.

Particle Intraphase Interaction

Particle intraphase interactions under the influence of acoustic oscillations are studied by comparing the particle size distributions at the injection surface and the chamber exit. Figure 15 shows the result for the short chamber with the first longitudinal mode of acoustic oscillation. The particles follow a bimodal size distribution at the injection surface as described earlier. The distribution at the chamber exit is spatially averaged in the radial direction. The particle mass fraction $C_m$ remains fixed at 0.2. The damping effect of particles on the vortical flow motion is clearly observed. In particular, an optimum size with $d_p = 6.7 \mu m$, corresponding to $\omega \tau_s = 1.0$, is obtained to exert the maximum dissipation on flow oscillations. Figure 14 shows good agreement between the analytical and numerical predictions.

Particle sizes are considered, with $\omega \tau_s = 0.1$, 1.0, and 10. The particle mass fraction $C_m$ remains fixed at 0.2. The damping effect of particles on the vortical flow motion is clearly observed. In particular, an optimum size with $d_p = 6.7 \mu m$, corresponding to $\omega \tau_s = 1.0$, is obtained to exert the maximum dissipation on flow oscillations. Figure 14 shows good agreement between the analytical and numerical predictions.

To investigate the particle intraphase interactions in a turbulent flow, we consider the injection of particles with a bimodal distribution to the full chamber ($L = 0.6$ m). Figure 16 shows the particle size distribution at the chamber exit. The mass fraction of small particles with $d_p \leq 10 \mu m$ decreases from 65% in a laminar flow to 58% in the present turbulent flow case, and the mass-mean diameter increases from 60 to 71 $\mu m$. Turbulence dispersion and the increased particle residence time in the long chamber indeed enhance the probability of particle collision and ensuing agglomeration. Note that, in both the laminar and turbulent cases, the particle size at the chamber exit remains a bimodal distribution, but with a different mean value for each mode. Coalescence mainly occurs between small particles of the first mode and large particles of the second mode. The mass fractions of medium-size particles, that is, $10 \leq d_p \leq 20 \mu m$, and large-size particles, that is, $320 \leq d_p \leq 640 \mu m$, are not changed, suggesting that agglomeration among particles within each mode is insignificant. To further clarify this issue, particles with a uniform size distribution of $d_p = 10 \mu m$ are injected. The mass-mean diameter at the chamber exit only increases slightly to 10.1 $\mu m$. Coalescence among particles with the same size is just not effective in spite of the turbulence dispersion effect. This finding is consistent with the observation by Salita\textsuperscript{33} that the collision of micrometer-size $Al_2O_3$ with large agglomerates results in nearly 100% coalescence, whereas the large-particle collision efficiency is only about 5%.

**Summary**

A comprehensive numerical analysis based on a combined Eulerian–Lagrangian approach has been established to study the two-phase flow interactions in solid-propellant rocket motors with acoustic oscillations. The model treats the complete gas-phase conservation equations in axisymmetric coordinates and the particle equations of motion and energy conservation. The interphase interactions between the gas and particle phases are modeled by means of mass, momentum, and energy exchanges. Turbulence closure for the gas phase is achieved using a modified two-layer model. Also included in the formulation is the turbulence dispersion effect on particle dynamics.

As part of the model validation effort, the analysis was first applied to investigate the acoustic wave attenuation and dispersion in a two-phase mixture of gas and particles. The results show good agreement with the linear theory of Epstein and Carhart,\textsuperscript{36} in terms of attenuation coefficient, acoustic velocity, and acoustic impedance as a function of frequency, particle relaxation times and mass fraction, and gas-phase properties. The numerical analysis was then implemented to examine the two-phase flow interactions with externally imposed acoustic wave motions in an operational rocket motor previously studied by Culick and Yang.\textsuperscript{3} Strong coupling among acoustic oscillations, vortical motions, turbulent fluctuations, and particle dynamics is observed. Acoustic waves tend to enhance turbulence intensity and give rise to an early transition from laminar to turbulent flow through energy transfer from the organized oscillatory field to the broadband turbulent flowfield. On the other hand, turbulence can effectively increase the eddy viscosity and, consequently, dissipate the vortical wave originating from the injection surface.
The effect of particles on the oscillatory flowfield is mainly dictated by their relaxation times, defined as the time required for a particle to reach equilibrium with the surrounding gas in response to a local flow variation, and the acoustic wave characteristic time. A maximum dissipation of flow oscillations occurs when these timescales become comparable. Small particles exert little influence on acoustic wave attenuation, but substantially modify the acoustic wave speed and impedance through its effect on mixture compressibility. Large particles with characteristic times disparate from acoustic times tend to decouple from the local flow oscillations and, consequently, render a negligible effect on wave motions.

Turbulent dispersion is mainly observed on small particles. In the present study, the intraphase interactions among particles such as collision and coalescence occur primarily for particles with different sizes. Agglomeration within each particle-size group appears to be insignificant, a phenomenon confirmed by Salita in his experiments on particle collisions in simulated motor environments.
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